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#### Abstract

In this paper, we systematically construct abelian extensions of CM-fields over a totally real field whose Stickelberger elements are not in the Fitting ideals of the class groups. Our evidence indicates that Pontryagin duals of class groups behave better than the class groups themselves. We also explore the behaviour of Fitting ideals under projective limits and dualisation in a somewhat broader context.


## 0 Introduction

Let $k$ be a totally real number field, and $K$ be a CM-field such that $K / k$ is a finite abelian extension.

Determining the structure of the ideal class group $C l_{K}$ as a $\operatorname{Gal}(K / k)$ module is a very important problem in algebraic number theory. In this paper, we are interested in the Fitting ideal of $C l_{K}$ as a $\mathbb{Z}[\operatorname{Gal}(K / k)]$-module and in related questions.

We denote by $\theta_{K / k}$ or simply by $\theta_{K}$ the Stickelberger element of the extension $K / k$, that is:

$$
\theta_{K}=\sum_{\sigma \in \operatorname{Gal}(K / k)} \zeta_{k}(\sigma, 0) \sigma^{-1}
$$
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where $\zeta_{k}(\sigma, s)$ is the partial zeta function; this function is holomorphic on $\mathbb{C} \backslash\{1\}$, and if $\operatorname{Re}(s)>1$, it has the expression $\zeta_{k}(\sigma, s)=\Sigma_{(\mathfrak{a}, K / k)=\sigma}(N \mathfrak{a})^{-s}$. Then, the conjecture of Brumer predicts that

$$
\operatorname{Ann}_{\mathbb{Z}[\operatorname{Gal}(K / k)]}(\mu(K)) \cdot \theta_{K} \subset \operatorname{Ann}_{\mathbb{Z}[\operatorname{Gal}(K / k)]}\left(C l_{K}\right)
$$

where $\mu(K)$ denotes the group of roots of unity in $K$, and for a $\mathbb{Z}[\operatorname{Gal}(K / k)]$ module $M, \operatorname{Ann}_{\mathbb{Z}[\operatorname{Gal}(K / k)]}(M)$ denotes the annihilator of $M$. One may naturally ask whether the following strengthening might be true:

$$
\begin{equation*}
\operatorname{Ann}_{\mathbb{Z}[\operatorname{Gal}(K / k)]}(\mu(K)) \cdot \theta_{K} \subset \operatorname{Fitt}_{\mathbb{Z}[\operatorname{Gal}(K / k)]}\left(C l_{K}\right) \tag{1}
\end{equation*}
$$

We will show in this paper that (1) does not hold in general; we are able to systematically construct counterexamples.

First of all, we note that the problem (1) holds if and only if the restriction to $p$-primary components

$$
\begin{equation*}
\operatorname{Ann}_{\mathbb{Z}_{p}[\operatorname{Gal}(K / k)]}\left(\mu_{p \infty}(K)\right) \cdot \theta_{K} \subset \operatorname{Fitt}_{\mathbb{Z}_{p}[\operatorname{Gal}(K / k)]}\left(C l_{K} \otimes \mathbb{Z}_{p}\right) \tag{2}
\end{equation*}
$$

hold for all primes $p$. Hence, in the following we fix $p$ (we will assume $p>2$ however), and consider this relation for the $p$-primary component of the class group.

The problem of giving a precise expression (in analytic terms) for the Fitting ideal of class groups or Iwasawa modules is not new. Such results already appeared in the milestone work [12] of Mazur and Wiles on the Main conjecture. Further results in this direction were obtained, among others, by the authors of this article independently (see [9], [10], [4], [5]). In [10] and [5] the authors were led to take Pontryagin duals: of the class group in [5], and of the inductive limit of class groups in [10]. In [9] and [4] the focus was on results concerning the original class groups (not dualised). Note however that in [4] an Iwasawa module $X_{d u}$ appeared which seemed to involve a dualising process. The connection of $X_{d u}$ to the module treated in [10] is clarified at the end of our paper.

The present paper in conjunction with [10] and [5] supports the hypothesis that in general one should look at the Fitting ideal of the dualised object ( $p$-part of class group, or Iwasawa module) instead of the object itself; the Fitting ideal of the latter apparently has a tendency of being too small and even hard to predict. (Also from the viewpoint of ETNC, the Fitting ideal of the former appears more natural.) Of course one has to be extremely careful, since there are important exceptions: If the Galois group $G$ of $K / k$ has cyclic $p$-part, then dualising $p$-parts of class groups and Iwasawa modules does not change the Fitting ideals. (For class groups this is already contained in the appendix to [12], and for Iwasawa modules it is going to be proved in the appendix.) Moreover all instances for which we found the Fitting ideal of the non-dualised object to be misbehaved have base field larger than $\mathbb{Q}$. We also make an aside comment: since Tate-Shafarevich groups are self-dual under the standard assumption that they are finite, the problem of distinguishing between an object and its dual would not arise when we study analogous problems in the setting of elliptic curves.

We give a short outline of the paper. The first section sets the stage by proving a negative result for Iwasawa modules: under suitable hypotheses, the
standard Iwasawa module does not contain the relevant Stickelberger element at infinite level. The second section makes the point that this already implies the existence of similar counterexamples at finite level, since we are able to show that projective limits commute with Fitting ideals. This reasoning is however not constructive; this defect is remedied in Sections 3 and 4. There we present certain classes of cases (and we study one case in detail) for which the relevant Stickelberger element is not in the Fitting ideal of the class group but in the Fitting ideal of the dual. (Actually we work with the $\chi$-part of the $p$-part for a fixed odd prime $p$ and certain odd $p$-adic characters $\chi$.) In the case study ( $\S 3$ ), the top field $K$ is of absolute degree 36 . If one wants to deal with the statement (2) on the $p$-component with $p>2$, this seems to be the minimal possible degree. The appendix proves a purely algebraic result: the Fitting ideal of a $\mathbb{Z}_{p}$-torsion free $\mathbb{Z}_{p}[[\Gamma \times G]]$-torsion module is unchanged under taking the $\mathbb{Z}_{p}$-dual, provided the finite $p$-group $G$ is cyclic.
Errata for the paper [10]: The second-named author would like to take this opportunity for some corrections concerning his earlier paper [10].

1. Page 540, Theorem 0.1: The structure of $A_{K}^{\chi}$ is $A_{K}^{\chi} \simeq \bigoplus_{i \geq 1} \Theta_{i, K}^{\chi} / \Theta_{i-1, K}^{\chi}$ (note that $\Theta_{i, K}^{\chi}$ contains $\Theta_{i-1, K}^{\chi}$ ).
2. Page 551, Lemma 4.3: It is stated that there exists a unique cyclic extension $k_{n}(\lambda) / k$, but the word "unique" has to be deleted.
3. Page 560 , definition of $\mathcal{H}$ : The correct definition (which should be similar to that in [9] §3) is

$$
\begin{aligned}
\mathcal{H}=\left\{H_{0} \times H_{1} \times \ldots \times H_{r} \mid\right. & H_{0} \text { is a finite subgroup of } \operatorname{Gal}\left(F_{\infty} / k\right) \\
& \text { with order prime to } p \text { and } H_{i} \text { is } \\
& \text { a subgroup of } \left.P_{\lambda_{i}} \text { for all } i(1 \leq i \leq r)\right\} .
\end{aligned}
$$
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## 1 Fitting ideals of Iwasawa modules

We fix an odd prime number $p$, and a totally real base field $k$. We consider a finite abelian extension $K / k$ such that $K$ is a CM-field. We decompose $\mathcal{G}=\operatorname{Gal}(K / k)=\Delta \times G$ where $\# \Delta$ is prime to $p$, and $G$ is a $p$-group. The subfield of $K$ fixed by $G$ is denoted by $F$, hence $\operatorname{Gal}(F / k)=\Delta$ and $\operatorname{Gal}(K / F)=G$. For an odd character $\chi: \Delta \longrightarrow \overline{\mathbb{Q}}_{p} \times$ and a $\mathbb{Z}_{p}[\operatorname{Gal}(K / k)]$ module $M$, we consider the $\chi$-component $M^{\chi}$ which is defined by

$$
M^{\chi}=M \otimes_{\mathbb{Z}_{p}[\operatorname{Gal}(F / k)]} O_{\chi}
$$

where $O_{\chi}=\mathbb{Z}_{p}[\operatorname{Image}(\chi)] ;$ this is a $\mathbb{Z}_{p}[\Delta]$-module on which $\Delta$ acts via $\chi$. We regard $M^{\chi}$ to be an $O_{\chi}[G]$-module. When we study $M^{\chi}$, we do not lose generality by assuming $\chi$ to be faithful. So we will make this assumption
throughout. In this paper, we also assume that $\chi \neq \omega$ where $\omega$ is the Te ichmüller character.

For a general number field $\mathcal{K}$, we denote by $\mathcal{K}_{\infty} / \mathcal{K}$ the cyclotomic $\mathbb{Z}_{p^{-}}$ extension and by $\mathcal{K}_{n}$ the $n$-th layer, that is the intermediate field such that $\left[\mathcal{K}_{n}: \mathcal{K}\right]=p^{n}$. Let $A_{\mathcal{K}_{n}}$ denote the $p$-component of the ideal class group $C l_{\mathcal{K}_{n}}$ of $\mathcal{K}_{n}$, i.e., $A_{\mathcal{K}_{n}}=C l_{\mathcal{K}_{n}} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$. We define $X_{\mathcal{K}_{\infty}}$ by

$$
X_{\mathcal{K}_{\infty}}:=\lim _{{ }_{n}} A_{\mathcal{K}_{n}} .
$$

We take $K$ and $F$ as above, and consider the cyclotomic $\mathbb{Z}_{p}$-extensions $K_{\infty} / K, F_{\infty} / F$. The $\chi$-component $X_{K_{\infty}}^{\chi}$ is an $O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]$-module. Let $\theta_{K_{n}}$ be the Stickelberger element of the extension $K_{n} / k$. Since $\chi \neq \omega$, by Deligne and Ribet [3] we know that the $\chi$-component $\theta_{K_{n}}^{\chi}$ is an element of $O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]$, and $\left(\theta_{K_{n}}^{\chi}\right)_{n \gg 0}$ becomes a projective system which defines an element $\theta_{K_{\infty}}^{\chi}$ in $O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]$.

If the strong form (1) of the Brumer conjecture were true, $\theta_{K_{n}}^{\chi}$ would be in the Fitting ideal of $A_{K_{n}}^{\chi}$. Hence, it is natural to ask whether $\theta_{K_{\infty}}^{\chi}$ is in the Fitting ideal of $X_{K_{\infty}}^{\chi}$. The answer in general is no!

Theorem 1.1 Suppose that there is a prime of $k_{\infty}$ above $p$ which splits completely in $F_{\infty}$ and is ramified in $K_{\infty}$ (so in particular it ramifies wildly in $\left.K_{\infty} / k_{\infty}\right)$. Then, $\theta_{K_{\infty}}^{\chi}$ is not in the Fitting ideal $\operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]}\left(X_{K_{\infty}}^{\chi}\right)$.

Remark 1.2 (1) If $K_{\infty} / k$ is as above, and there exists at least one odd character $\chi \neq \omega$ of $\Delta$ (note this is a very mild restriction), then

$$
\lim _{\leftarrow}\left(\operatorname{Ann}_{\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{n} / k\right)\right]}\left(\mu_{p \infty}\left(K_{n}\right)\right) \theta_{K_{n}}\right) \not \subset \operatorname{Fitt}_{\mathbb{Z}_{p}\left[\left[\operatorname{Gal}\left(K_{\infty} / k\right)\right]\right]}\left(X_{K_{\infty}}\right),
$$

because we do not have this inclusion for this $\chi$-component.
(2) By the first named author [4] Theorem 7, if no prime of $k_{\infty}$ above $p$ is wildly ramified in $K_{\infty} / k_{\infty}$, we have

$$
\theta_{K_{\infty}}^{\chi} \in \operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]}\left(X_{K_{\infty}}^{\chi}\right),
$$

at least assuming $\mu\left(X_{F_{\infty}}^{\chi}\right)=0$.
(3) On the other hand, define

$$
A_{K_{\infty}}^{\chi}={\underset{\longrightarrow}{l i m}}_{n} A_{K_{n}},
$$

and consider the Pontryagin dual $\mathcal{A}_{K_{\infty}}=\left(A_{K_{\infty}}\right)^{\vee}$ with cogredient action of $\operatorname{Gal}\left(K_{\infty} / k\right)$. By the second named author [10] Appendix, we have

$$
\theta_{K_{\infty}}^{\chi} \in \operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]}\left(\mathcal{A}_{K_{\infty}}^{\chi}\right),
$$

if we assume $\mu\left(X_{F_{\infty}}^{\chi}\right)=0$ and the Leopoldt conjecture for $k$. In this sense, the Pontryagin dual behaves better (this will happen again later on). Furthermore, by [4] Theorem $3, \theta_{K_{\infty}}^{\chi}$ is always in the Fitting ideal of a certain module $X_{K_{\infty}, d u}^{\chi}$ which is related to $\mathcal{A}_{K_{\infty}}^{\chi}$; see the appendix.

Proof of Theorem 1.1: Put $G^{\prime}=\operatorname{Gal}\left(K_{\infty} / F_{\infty}\right)$. By [9] Corollary 5.3, we have an exact sequence

$$
0 \longrightarrow\left(\bigoplus_{v \in S} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi} \longrightarrow\left(X_{K_{\infty}}^{\chi}\right)_{G^{\prime}} \longrightarrow X_{F_{\infty}}^{\chi} \longrightarrow 0
$$

where $I_{v}\left(K_{\infty} / F_{\infty}\right)$ is the inertia subgroup of $G^{\prime}$ of a prime $v$ of $F_{\infty}$, and $S$ is the set of primes of $F_{\infty}$ which are ramified in $K_{\infty}$. For $v \in S$, let $w$ denote the prime of $k$ below $v$. If $w$ does not split completely in $F$, $\left(\bigoplus_{v \mid w} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi}=0$. Hence, it suffices to consider primes $w$ which split completely in $F$.

We denote by $\mathcal{P}$ the set of primes of $k$ which split completely in $F$. We divide $\mathcal{P}=\mathcal{P}_{0} \cup \mathcal{P}_{1}$ where $\mathcal{P}_{0}$ is the subset of primes above $p$, and $\mathcal{P}_{1}$ is the subset of primes which are not above $p$. We define $\mathcal{Q}=\{v \in \mathcal{P} \mid$ $v$ is ramified in $\left.K_{\infty}\right\}, \mathcal{Q}_{0}=\mathcal{Q} \cap \mathcal{P}_{0}$, and $\mathcal{Q}_{1}=\mathcal{Q} \cap \mathcal{P}_{1}$. Let $\mathcal{P}_{F_{\infty}}, \mathcal{Q}_{F_{\infty}}$, $\mathcal{P}_{i, F_{\infty}}, \mathcal{Q}_{i, F_{\infty}}$ be the set of primes of $F_{\infty}$ above $\mathcal{P}, \mathcal{Q}, \mathcal{P}_{i}, \mathcal{Q}_{i}$, respectively for $i=0,1$. We have

$$
\left(\bigoplus_{v \in S} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi}=\left(\bigoplus_{v \in Q_{F_{\infty}}} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi}
$$

Since $X_{F_{\infty}}^{\chi}$ is of projective dimension $\leq 1$, we have (see [2] Lemma 3)

$$
\begin{aligned}
& \operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(\left(X_{K_{\infty}}^{\chi}\right)_{G^{\prime}}\right) \\
& \left.=\operatorname{Fitt}_{\left.O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]\right]}\left(\bigoplus_{v \in \mathcal{Q}_{F_{\infty}}} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi}\right) \operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(X_{F_{\infty}}^{\chi}\right)
\end{aligned}
$$

For $w \in \mathcal{Q}_{1}$, we find

$$
\left(\bigoplus_{v \mid w} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi} \simeq O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right] /\left(p^{e_{w}}, \varphi_{w}-1\right)
$$

where $p^{e_{w}}=\# I_{v}\left(K_{\infty} / F_{\infty}\right)$ (which is independent of the choice of $v$ ), and $\varphi_{w} \in \operatorname{Gal}\left(F_{\infty} / k\right)$ is the Frobenius of $w$. By the "Main Conjecture" (proved by Wiles [18]), we know $\operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(X_{F_{\infty}}^{\chi}\right)=\left(\theta_{F_{\infty}}^{\chi}\right)$. Hence,

$$
\begin{equation*}
\operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(\left(X_{K_{\infty}}^{\chi}\right)_{G^{\prime}}\right)=J\left(\prod_{w \in \mathcal{Q}_{1}}\left(p^{e_{w}}, \varphi_{w}-1\right)\right) \theta_{F_{\infty}}^{\chi} \tag{3}
\end{equation*}
$$

where $J=\operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(\left(\bigoplus_{v \in \mathcal{Q}_{0, F_{\infty}}} I_{v}\left(K_{\infty} / F_{\infty}\right)\right)^{\chi}\right)$.
We denote by $\mathfrak{m}$ the maximal ideal of $O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]$ (so $\mathfrak{m}=(p, \gamma-1)$ where $\gamma$ is a generator of $\left.\operatorname{Gal}\left(F_{\infty} / F\right)\right)$. Since we assumed $\mathcal{Q}_{0} \neq \emptyset$, we get $J \subset \mathfrak{m}=(p, \gamma-1)$. Hence,

$$
\begin{equation*}
\operatorname{Fitt}_{O_{\chi}\left[\left[G a l\left(F_{\infty} / F\right)\right]\right]}\left(\left(X_{K_{\infty}}^{\chi}\right)_{G^{\prime}}\right) \subset \mathfrak{m}\left(\prod_{w \in \mathcal{Q}_{1}}\left(p^{e_{w}}, \varphi_{w}-1\right)\right) \theta_{F_{\infty}}^{\chi} \tag{4}
\end{equation*}
$$

Let $\bar{\theta}_{K_{\infty}}^{\chi}$ be the image of $\theta_{K_{\infty}}^{\chi}$ in $O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]$. Then we know by Tate [16] (Proposition 1.6 on p. 86) that

$$
\bar{\theta}_{K_{\infty}}^{\chi}=\prod_{w}\left(1-\varphi_{w}^{-1}\right) \theta_{F_{\infty}}^{\chi}
$$

where $w$ runs over the primes of $k$ which are unramified in $F_{\infty}$ and which are ramified in $K_{\infty}$. Therefore,

$$
\bar{\theta}_{K_{\infty}}^{\chi}=\prod_{w \in \mathcal{Q}_{1}}\left(1-\varphi_{w}^{-1}\right) \theta_{F_{\infty}}^{\chi} \quad \text { modulo units. }
$$

Comparing this with (4), we obtain $\bar{\theta}_{K_{\infty}}^{\chi} \notin \operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(\left(X_{K_{\infty}}^{\chi}\right)_{G^{\prime}}\right)$. Indeed: assuming the contrary would lead to

$$
\left.\prod_{w \in \mathcal{Q}_{1}}\left(1-\varphi_{w}^{-1}\right) \in \mathfrak{m} \prod_{w \in \mathcal{Q}_{1}}\left(p^{e_{w}}, \varphi_{w}-1\right)\right)
$$

since $\theta_{F_{\infty}}^{\chi}$ is a nonzerodivisor, and the preceding equation leads to a contradiction modulo $p$ because $p$ does not divide $1-\varphi_{w}^{-1}$. This shows that $\theta_{K_{\infty}}^{\chi}$ is not an element of the ideal $\operatorname{Fitt}_{O_{\chi}}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]\left(X_{K_{\infty}}^{\chi}\right)$.

In order to obtain similar results at finite level, it seems reasonable to first examine the behaviour of Fitting ideals under projective limits. This is the subject of the next section.

## 2 Projective limits and Fitting ideals

We state and prove the result below not in maximal generality but in a way we consider most appropriate for immediate applications in Iwasawa theory. Let us fix some notation.

The letter $\Lambda$ has its standard meaning $O[[T]]$, where $O$ is the ring of integers of a finite extension of $\mathbf{Q}_{p}$, and $T$ corresponds to $\gamma-1$, with $\gamma$ a chosen generator of the free pro-cyclic $p$-group $\Gamma ; \omega_{n}$ is $(1+T)^{p^{n}}-1$. By $G$ we denote a finite abelian group, $R=\Lambda[G]$, and $R_{n}=R / \omega_{n} R \cong$ $\left(\Lambda / \omega_{n} \Lambda\right)[G]$. Then $\left(R_{n}\right)_{n}$ is a projective system with limit $R$. We will only consider projective systems $\left(A_{n}\right)_{n}$ of modules $A_{n}$ over $R_{n}$ such that the transition maps $A_{m} \rightarrow A_{n}(m \geq n)$ are $R_{m}$-linear in the obvious sense. The limit $X:=\lim _{n} A_{n}$ will then be an $R$-module. Note the intentional change of letter for the limit. Also, all limits in this section will be projective limits.

We say that the system $\left(A_{n}\right)_{n}$ is surjective from $n_{0}$ onwards, if $A_{m} \rightarrow A_{n}$ is onto for all $m \geq n \geq n_{0}$. With this notation in place, we can state:

Theorem 2.1 Assume that the projective system $\left(A_{n}\right)_{n}$ satisfies the following two properties:
(i) $\left(A_{n}\right)_{n}$ is surjective from some $n_{0} \in \mathbb{N}$ onwards.
(ii) The limit $X$ is a finitely generated torsion module over $\Lambda$.

If $\iota$ denotes the natural identification $R \cong \lim _{n} R_{n}$, then

$$
\iota\left(\operatorname{Fitt}_{R}(X)\right)=\lim _{n} \operatorname{Fitt}_{R_{n}}\left(X_{n}\right)
$$

In other words, there is a natural isomorphism $\operatorname{Fitt}_{R}(X) \cong \varliminf_{n} \operatorname{Fitt}_{R_{n}}\left(X_{n}\right)$.

We prove the theorem in several steps.
(1) Since $X \rightarrow A_{n}$ is surjective for large $n$, the minimal number $m_{n}$ of generators of the $R_{n}$-module $A_{n}$ is bounded independently of $n$, by hypothesis (ii). On the other hand, the map $n \rightarrow m_{n}$ is nondecreasing for $n \geq n_{0}$ by condition (i), hence eventually constant. By an obvious shift in the indices, we may assume that all maps in the projective system $\left(A_{n}\right)_{n}$ are surjective, and that $A_{n}$ requires exactly $m$ generators over $R_{n}$, for some constant $m$ and all $n$.
(2) As a consequence we obtain that the canonical epimorphism

$$
A_{n+1} / \operatorname{rad}\left(R_{n+1}\right) A_{n+1} \rightarrow A_{n} / \operatorname{rad}\left(R_{n}\right) A_{n}
$$

is an isomorphism, because both sides are $O / \operatorname{rad}(O)$-vectorspaces of dimension $m$.
(3) Next we construct, for every $n$, an $m$-vector $\left(x_{n}^{(1)}, \ldots, x_{n}^{(m)}\right)$ with entries in $A_{n}$, which form a (minimal) system of $R_{n}$-generators of $A_{n}$, and such that each sequence $\left(x_{n}^{(i)}\right)_{n}(i=1, \ldots, m)$ is coherent. This is done by induction: for $n=0$ we can take any system of $m$ generators of $A_{0}$. If the case $n$ is already done, we take $x_{n+1}^{(i)}$ to be an arbitrary preimage of $x_{n}^{(i)}$ in $A_{n+1}$, for $i=1, \ldots, m$. By (2) and by Nakayama's Lemma we see that the resulting vector is a system of generators of $A_{n+1}$.
(4) Let $g_{n}: R_{n}^{m} \rightarrow A_{n}$ be the $R_{n}$-linear epimorphism which sends the $i$-th standard basis vector to $x_{n}^{(i)}$, and let $B_{n}=\operatorname{ker}\left(g_{n}\right)$. We obtain a commutative ladder:

(5) We claim that there exists some $r$ such that every $B_{n}$ can be generated by $r$ elements over $R_{n}$.

To prove this, we use the torsion hypothesis in (ii) and take a nonzerodivisor $f \in \Lambda$ which annihilates the limit $X$. Then $f R_{n}^{m} \subset B_{n} \subset R_{n}^{m}$ for all $n$, so if we find some $r_{0}$ such that all $B_{n}^{\prime}:=B_{n} / f R_{n}^{m}$ are $r_{0}$-generated we will be done, with $r:=r_{0}+m$. Now every $B_{n}^{\prime}$ is a module over $S:=R / f R=$ $(\Lambda / f \Lambda)[G]$, and $B_{n}^{\prime}$ is a submodule of $\left(S / \omega_{n}\right)^{m}$. Let $B_{n}^{\prime \prime}$ be the preimage of $B_{n}^{\prime}$ in $S^{m}$. It suffices to show that all $B_{n}^{\prime \prime}$ are $r$-generated over $S$ for an appropriate $r$. But $S$ is local noetherian of Krull dimension 1. This implies (see for instance [15]) the existence of a constant $d_{S}$ such that all ideals of $S$ can
be generated by $d_{S}$ elements. By an easy argument then, all submodules of $S^{m}$ can be generated by $r_{0}:=m d_{S}$ elements.
(6) We set $B_{\infty}=\lim _{n} B_{n}$ and pass to the projective limit in the above diagram. Since every $\overleftarrow{B_{n}}$ is compact, we again have a short exact sequence in the limit (that is, the limit of the surjections $R_{n}^{m} \rightarrow A_{n}$ is again a surjective map). This follows directly from Theorem 7.1 in [8]. But we will actually reprove this in the final part (8) below, because we need it there in somewhat greater generality, to wit: there will be no exact sequences but only continuous surjective morphisms with compact fibers between inverse systems of topological spaces.

Using the canonical isomorphism $\iota: R^{m} \rightarrow \varliminf_{n} R_{n}^{m}$ we can write the obtained sequence like this:

$$
0 \rightarrow \iota^{-1} B_{\infty} \rightarrow R^{m} \rightarrow X \rightarrow 0
$$

We need some shorthand notation. The symbol $Y_{n}$ will stand for $m \times m$ matrices over $R_{n}$. Then Fitt $R_{n}\left(A_{n}\right)$ is generated by all $\operatorname{det}\left(Y_{n}\right)$, where $Y_{n}$ runs through all $m \times m$-matrices whose rows are arbitrarily chosen from $B_{n}$. Similarly, $\operatorname{Fitt}_{R}(X)$ is generated by all $\operatorname{det}(Y)$, where $Y$ runs through all $m \times m$-matrices whose rows are arbitrarly chosen from $\iota^{-1} B_{\infty}$.

From this we may already observe that the canonical map $R \rightarrow R_{n}$ takes $\operatorname{Fitt}_{R}(X)$ into $\operatorname{Fitt}_{R_{n}}\left(A_{n}\right)$. This implies at once that $\iota\left(\operatorname{Fitt}_{R}(X)\right) \subset$ $\varliminf_{n} \operatorname{Fitt}_{R_{n}}\left(A_{n}\right)$. The non-obvious point is to show that this inclusion is an equality.

Assume that we are given a coherent sequence $\left(z_{n}\right)_{n}, z_{n} \in \operatorname{Fitt}_{R_{n}}\left(A_{n}\right)$. The general form of an element of $\operatorname{Fitt}_{R_{n}}\left(A_{n}\right)$ is not just one determinant $\operatorname{det}\left(Y_{n}\right)$ but an $R_{n}$-linear combination of such determinants. But since $B_{n}$ is $r$-generated, any element of $\operatorname{Fitt}_{R_{n}}\left(A_{n}\right)$ can surely be written as an $R_{n}$ linear combination of at most $s:=r^{m}$ such determinants. Moreover we can replace " $R_{n}$-linear combination" simply by "sum", since scalar factors may obviously be moved inside the determinants. We can therefore write each $z_{n}$ in the form

$$
z_{n}=\sum_{i=1}^{s} \operatorname{det}\left(Y_{n}^{(i)}\right)
$$

with $Y_{n}^{(i)} \in B_{n}^{m}$, which we consider as a subspace of $R_{n}^{m, m}$ (an $m$-tuple of elements of $B_{n}$ is packed into a matrix, row by row).
(7) Now suppose for a moment that for all $i=1, \ldots, s$, the sequence of matrices $\left(Y_{n}^{(i)}\right)_{n}$ is coherent. Then we may pass to the limits, which we indicate by putting $\infty$ instead of the index $n$. The limit matrices $Y_{\infty}^{(i)}$ are in $B_{\infty}^{m}$, and since taking determinants commutes with the limit, we find:

$$
\iota^{-1} z_{\infty}=\sum_{i=1}^{s} \operatorname{det}\left(\iota^{-1} Y_{\infty}^{(i)}\right) \in \operatorname{Fitt}_{R}(X)
$$

This shows the claimed equality, under the coherence assumption.
(8) The rest of the proof eliminates the problem that the above matrix sequences need not be coherent to start with. Theorem 7.1 in [8] is not applicable here, because we have to deal with non-linear maps. So even though
there is certainly no surprise for experts, we give the full argument for the reader's convenience.

Let $W_{n}=\left(B_{n}^{m}\right)^{s}$, and let $\phi_{n}: W_{n} \rightarrow R_{n}$ be the map

$$
\phi_{n}\left(Y_{n}^{(1)}, \ldots, Y_{n}^{(s)}\right)=\sum_{i=1}^{s} \operatorname{det}\left(Y_{n}^{(i)}\right)
$$

We must show: if the sequence $\left(z_{n}\right)_{n}$ (with $z_{n} \in \operatorname{Im}\left(\phi_{n}\right)$ ) is coherent, then it is possible to find a coherent sequence $\left(w_{n}\right)_{n}$ so that $\phi_{n}\left(w_{n}\right)=z_{n}$ for all $n$.

Let $C_{n} \subset W_{n}$ be the preimage of $z_{n}$ under $\phi_{n}$. All sets $W_{n}$ carry the topology inherited from the topology of $R^{n}$, and all $\phi_{n}$ are continuous in this topology. Moreover all $C_{n}$ are nonempty and closed in $W_{n}$, and hence compact, since $W_{n}$ is. We let $\nu_{i, n}$ denote the transition maps $W_{i} \rightarrow W_{n}$ for $i>n$, and we let $C_{n}^{\prime}$ be the subset of stable "norms":

$$
C_{n}^{\prime}=\bigcap_{i>n} \nu_{i, n} C_{i}
$$

Since the maps $\nu_{i, n}$ are also continuous, all $\nu_{i, n} C_{i}$ are compact and closed in $C_{n}$, and nonempty. Hence their intersection $C_{n}^{\prime}$ is not empty. We claim that the transition maps $\nu_{n+1, n}$ induce a surjection $C_{n+1}^{\prime} \rightarrow C_{n}^{\prime}$. To see this we proceed as follows.

Let $n_{0}$ be fixed, $c \in C_{n_{0}}^{\prime}$. By definition we find $c_{n} \in C_{n}$ mapping to $c$ for all $n \geq n_{0}$. The usual Bolzano-Weierstraß type argument shows: There are infinite subsets $I_{0} \supset I_{1} \supset I_{2} \ldots$ of $\mathbb{N}$ such that $\min \left(I_{k}\right) \geq n_{0}+k$ for all $k$, and the sequence $\left(\nu_{i, n_{0}+k}\left(c_{i}\right)\right)_{i \in I_{k}}$ converges to some element $c_{n_{0}+k}^{\prime}$, for all $k \in \mathbb{N}$. If we now take a diagonal sequence of indices $n(k) \in I_{k}$ for all $k \geq 0$, then the images of $c_{n(k)}$ in $C_{n_{0}+k}$ converge to $c_{n_{0}+k}^{\prime}$ for all $k$. Therefore $\left(c_{n_{0}+k}^{\prime}\right)_{k}$ is coherent. This shows: $c_{n_{0}+1}^{\prime}$ is in $C_{n_{0}+1}^{\prime}$ since it starts a coherent series. Also, $c_{n_{0}+1}^{\prime}$ is a preimage of $c_{n_{0}}$ under $\nu_{n_{0}+1, n_{0}}$.

Thus all transition maps in the system $\left(C_{n}^{\prime}\right)_{n}$ are onto, and hence its projective limit is not empty. Any element of this projective limit is a coherent sequence $\left(w_{n}\right)_{n}$ such that $\phi_{n}\left(w_{n}\right)=z_{n}$ for all $n$. By the argument given in (7), we are done with the proof of the theorem.

Remark 2.2 (1) Both hypotheses of the theorem are of course satisfied for $A_{n}=C l_{K_{n}} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$ in the usual situation: $K / F G$-Galois, $K_{n}$ the $n$-th level in any $\mathbb{Z}_{p}$-extension of the form $K F_{\infty}$. (Condition (i) follows from the fact that for $n$ large, all $p$-adic primes ramify in $K_{n+1} / K_{n}$. Condition (ii) is clear from Iwasawa theory.)
(2) In the case where $K$ has only one prime above $p$, we have $A_{n}=$ $X / \omega_{n} X$ (see [17] Proposition 13.22), and hence $\operatorname{Fitt}_{R_{n}}\left(A_{n}\right)$ is just the image of $\operatorname{Fitt}_{R}(X)$ in $R_{n}$. In this case the statement of the theorem is easy to see.
(3) It should be easy to generalize the theorem; but as said before, we prefer to focus on applications in Iwasawa theory.

## 3 Number fields of finite degree: a first result and an example

From Sections 1 and 2 we already know that there must be examples $K / k$ and $n \geq 0$ such that $\theta_{K_{n}}^{\chi} \notin \operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(A_{K_{n}}^{\chi}\right)$. Our first goal is to establish a result which allows us to find an explicit value for the level $n$ where this happens. Before we start, let us note that Popescu [14] has similar examples for function fields; his methods are different, and so is his setting: he is working in a "higher rank" situation, where one considers Fitting ideals of exterior powers of arithmetic objects.
3.1. We use the same notation as in Section 1. Instead of pursuing full generality, we study the following simple case for now. We assume that $[K: F]=p$, $K \cap F_{\infty}=F$, and $\mu\left(X_{F_{\infty}}^{\chi}\right)=0$. Put $G=\operatorname{Gal}(K / F)$ and $\Gamma=\operatorname{Gal}\left(F_{\infty} / F\right)$. Hence, $\operatorname{Gal}\left(K_{\infty} / F\right)=G \times \Gamma$. Suppose that $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are the primes of $k$ above $p$ which split completely in $F$. We assume that $s \geq 1$ and every prime of $F$ above $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ is totally ramified in $K_{\infty}$. Then, $\operatorname{rank}_{O_{\chi}}\left(\left(X_{F_{\infty}}^{\chi}\right)_{\Gamma}\right)=s$, hence $\lambda_{O_{\chi}}\left(X_{F_{\infty}}^{\chi}\right) \geq s$. We further assume that $\lambda_{O_{\chi}}\left(X_{F_{\infty}}^{\chi}\right)=s$, and $A_{F}^{\chi}=0$. Under these assumptions, we can show the following result.

Theorem 3.1 Suppose that $s<p^{n}$. Then we have

$$
\theta_{K_{n}}^{\chi} \notin \operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(A_{K_{n}}^{\chi}\right)
$$

Remark 3.2 By the same reason as in $\S 1$, the above result implies

$$
\operatorname{Ann}_{\mathbb{Z}\left[\operatorname{Gal}\left(K_{n} / k\right)\right]}\left(\mu\left(K_{n}\right)\right) \theta_{K_{n}} \not \subset \operatorname{Fitt}_{\mathbb{Z}\left[\operatorname{Gal}\left(K_{n} / k\right)\right]}\left(C l_{K_{n}}\right)
$$

On the other hand, consider the Pontryagin dual $\mathcal{A}_{K}=\left(A_{K}\right)^{\vee}$ with cogredient action. Then, by [5], the equivariant Tamagawa number conjecture implies

$$
\theta_{K}^{\chi} \in \operatorname{Fitt}_{O_{\chi}[\operatorname{Gal}(K / F)]}\left(\mathcal{A}_{K}^{\chi}\right)
$$

for any $K$ (assuming $\chi \neq \omega$ ). We can obtain the same conclusion by the result [10] we mentioned in Remark 1.2 (3), assuming the Leopoldt conjecture for $k$. In this respect, $\mathcal{A}_{K}^{\chi}$ behaves better than $A_{K}^{\chi}$. We will see this happens again in Section 4.

Proof of Theorem 3.1: Suppose that $O_{\chi}$ is the $O_{\chi}[G]$-module on which $G$ acts trivially, and $R_{\chi}$ is the $O_{\chi}[G]$-module $O_{\chi}[G] /\left(N_{G}\right) \simeq O_{\chi}\left[\zeta_{p}\right]$, where $N_{G}=\Sigma_{\sigma \in G} \sigma$ and $\zeta_{p}$ is a primitive $p$-th root of unity. Suppose that $\ell_{1}, \ldots, \ell_{m}$ are the primes of $k$ not above $p$ which split completely in $F$, and which are ramified in $K / F$. By Kida's formula, we have $\operatorname{rank}_{O_{\chi}}\left(X_{K_{\infty}}^{\chi}\right)=p s+(p-$ 1) $m$. We can compute $H^{1}\left(G, X_{K_{\infty}}^{\chi}\right)=\left(O_{\chi} / p O_{\chi}\right)^{\oplus(s+m)}$ and $H^{2}\left(G, X_{K_{\infty}}^{\chi}\right)=$ $\left(O_{\chi} / p O_{\chi}\right)^{\oplus s}$ (cf. [9] §5). Hence, as an $O_{\chi}[G]$-module, $X_{K_{\infty}}^{\chi}$ is isomorphic to $O_{\chi}^{\oplus s} \oplus R_{\chi}^{\oplus(s+m)}$, because we know that $X_{K_{\infty}}^{-}$has no $\mathbb{Z}_{p}$-torsion. We write $X_{K_{\infty}}^{\chi}=M_{1} \oplus M_{2}$ where $M_{1} \simeq O_{\chi}^{\oplus s}$ and $M_{2} \simeq R_{\chi}^{\oplus(s+m)}$. Then, both $M_{1}$ and $M_{2}$ have intrinsic descriptions: $M_{1}$ as the maximal $G$-fixed submodule and $M_{2}$ as the kernel of $N_{G}$. (Here, we used again that $X_{K_{\infty}}^{-}$has no $\mathbb{Z}_{p}$-torsion.) For this reason, the decomposition $X_{K_{\infty}}^{\chi}=M_{1} \oplus M_{2}$ respects the action of $\Gamma$, and consequently $M_{1}$ and $M_{2}$ even are $O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]$-modules.

Since the norm map $X_{K_{\infty}}^{\chi} \longrightarrow X_{F_{\infty}}^{\chi}$ factors through $M_{1}$ and is surjective, it induces an isomorphism between $M_{1}$ and $X_{F_{\infty}}^{\chi}$. Since $\Gamma$ acts trivially on $X_{F_{\infty}}^{\chi}$, we see that it has to act trivially on $M_{1}$, too. By [9] Proposition 5.2, we have an exact sequence

$$
\begin{equation*}
0 \longrightarrow\left(\bigoplus_{v} I_{v}\left(K_{\infty} / K\right)\right)^{\chi} \xrightarrow{i}\left(X_{K_{\infty}}^{\chi}\right)_{\Gamma} \longrightarrow A_{K}^{\chi} \longrightarrow 0 \tag{5}
\end{equation*}
$$

where $v$ runs over the primes of $K$ above $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$.
(As an aside, we claim that $\mathrm{pr}_{1} \circ i:\left(\bigoplus_{v} I_{v}\left(K_{\infty} / K\right)\right)^{\chi} \xrightarrow{i}\left(X_{K_{\infty}}^{\chi}\right)_{\Gamma}=$ $M_{1} \oplus\left(M_{2}\right)_{\Gamma} \xrightarrow{\mathrm{pr}_{1}} M_{1}$ is bijective. In fact, using the same exact sequence for $X_{F_{\infty}}^{\chi}$ and our assumption $A_{F}^{\chi}=0$, we know that the norm map induces a surjective homomorphism $\left(\bigoplus_{v} I_{v}\left(K_{\infty} / K\right)\right)^{\chi} \longrightarrow\left(X_{F_{\infty}}^{\chi}\right)_{\Gamma}=X_{F_{\infty}}^{\chi}$. Hence, comparing the ranks of both modules, we know that $\mathrm{pr}_{1} \circ i$ is bijective. This fact is not needed in this proof, but will be useful for the example afterwards.)

Next, we use Proposition 5.2 in [9] for $K_{\infty} / K_{n}$, and obtain an exact sequence

$$
\begin{equation*}
0 \longrightarrow\left(\bigoplus_{v_{n}} I_{v_{n}}\left(K_{\infty} / K_{n}\right)\right)^{\chi} \longrightarrow\left(X_{K_{\infty}}^{\chi}\right)_{\operatorname{Gal}\left(K_{\infty} / K_{n}\right)} \longrightarrow A_{K_{n}}^{\chi} \longrightarrow 0 \tag{6}
\end{equation*}
$$

Here $v_{n}$ runs over the primes of $K_{n}$ above $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$. Since $\left(\bigoplus_{v_{n}} I_{v_{n}}\left(K_{\infty} / K_{n}\right)\right)^{\chi}$ $=p^{n}\left(\bigoplus_{v} I_{v}\left(K_{\infty} / K\right)\right)^{\chi}$, comparing (5) and (6), we obtain

$$
\begin{equation*}
A_{K_{n}}^{\chi} \simeq \frac{M_{1} \oplus\left(M_{2}\right)_{\mathrm{Gal}\left(K_{\infty} / K_{n}\right)}}{\operatorname{Image}\left(p^{n} i\right)} \tag{7}
\end{equation*}
$$

In particular,

$$
A_{K_{n}}^{\chi} \otimes_{O_{\chi}}\left(O_{\chi} / p^{n} O_{\chi}\right) \simeq M_{1} / p^{n} M_{1} \oplus\left(M_{2} / p^{n} M_{2}\right)_{\operatorname{Gal}\left(K_{\infty} / K_{n}\right)}
$$

Therefore,

$$
A_{K_{n}}^{\chi} \otimes_{O_{\chi}[G]}\left(R_{\chi} / p^{n} R_{\chi}\right) \simeq\left(R_{\chi} /\left(\zeta_{p}-1\right)\right)^{\oplus s} \oplus\left(M_{2} / p^{n} M_{2}\right)_{\mathrm{Gal}\left(K_{\infty} / K_{n}\right)}
$$

Suppose that $\psi: G \longrightarrow \overline{\mathbb{Q}}_{p}{ }^{\times}$is a faithful character. Consider a character $\chi \psi$, and the main conjecture for $\chi \psi$ proved by Wiles [18], namely the equality char $X_{K_{\infty}}^{\chi \psi}=\left(\theta_{K_{\infty} / k}^{\chi \psi}\right)$. (Note that $\theta_{K_{\infty} / k}^{\chi \psi}$ is the image of $\theta_{K_{\infty} / k}^{\chi}$ in $R_{\chi}[[\Gamma]]$.) This implies that $\operatorname{Fitt}_{R_{\chi}[[\Gamma]]}\left(M_{2}\right)=\left(\theta_{K_{\infty} / k}^{\chi \psi}\right)$. Hence,

$$
\operatorname{Fitt}_{R_{\chi}\left[\operatorname{Gal}\left(K_{n} / K\right)\right]}\left(\left(M_{2}\right)_{\operatorname{Gal}\left(K_{\infty} / K_{n}\right)}\right)=\left(\theta_{K_{n} / k}^{\chi \psi}\right)
$$

for $n \geq 1$. Therefore,

$$
\operatorname{Fitt}_{\left(R_{\chi} / p^{n} R_{\chi}\right)\left[\operatorname{Gal}\left(K_{n} / K\right)\right]}\left(A_{K_{n}}^{\chi} \otimes R_{\chi} / p^{n}\right)=\mathfrak{m}^{s} \theta_{K_{n} / k}^{\chi \psi}
$$

where $\mathfrak{m}=\left(\zeta_{p}-1, \gamma-1\right)$. Now if $\theta_{K_{n} / k}^{\chi}$ were an element of the ideal $\operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(A_{K_{n}}^{\chi}\right)$, then the image of $\theta_{K_{n} / k}^{\chi \psi}$ would be in

$$
\operatorname{Fitt}_{\left(R_{\chi} / p^{n} R_{\chi}\right)\left[\operatorname{Gal}\left(K_{n} / K\right)\right]}\left(A_{K_{n}}^{\chi} \otimes R_{\chi} / p^{n}\right) \subset\left(R_{\chi} / p^{n} R_{\chi}\right)\left[\operatorname{Gal}\left(K_{n} / K\right)\right]
$$

But this contradicts the preceding formula for the following reason: if $p^{n}>$ $s=\lambda\left(\theta_{K_{\infty} / k}^{\chi \psi}\right)$, then the image of $\theta_{K_{\infty} / k}^{\chi \psi}$ in $\left(R_{\chi} / p R_{\chi}\right)\left[\operatorname{Gal}\left(K_{n} / K\right)\right]$ (this ring is the same as $\left.R_{\chi}[\Gamma] /\left(p, T^{p^{n}}\right)\right)$ is nonzero, since it is associated to a unitary polynomial of degree $s$. Note that we also used $s \geq 1$.
3.2. We illustrate this theorem by means of an explicit example, for which we are able to check the statement of 3.1 directly, and even more, we can calculate the Fitting ideal completely.

We take $p=3, k=\mathbb{Q}(\sqrt{29})$, and $F=k(\sqrt{-2})$. The ideal $\mathfrak{p}=(3)$ is a prime ideal of $k$, and it splits in $F$. Suppose that $k^{\prime}$ is the minimal splitting field of $x^{3}-12 x-13=0$ over $\mathbb{Q}$. Then, $k^{\prime}$ contains $k$. The extension $k^{\prime} / k$ is a cubic extension which is unramified outside $\mathfrak{p}$, and totally ramified at $\mathfrak{p}$. We take $K=F k^{\prime}$. The two prime ideals of $F$ above $\mathfrak{p}$ are both totally ramified in $K_{\infty} / F$. Take $\chi$ to be the unique non-trivial character of $\operatorname{Gal}(F / k)$. Then, $A_{F}^{\chi}=A_{F}^{-}=A_{F}=0$, so we get $X_{F_{\infty}}^{\chi}=X_{F_{\infty}}^{-}=X_{F_{\infty}}=X_{\mathbb{Q}(\sqrt{-2})}$. Since $A_{\mathbb{Q}(\sqrt{-2})}=0$ and $A_{\mathbb{Q}(\sqrt{-2})_{1}}=A_{\mathbb{Q}(\sqrt{-2}, \cos (2 \pi / 9))}=\mathbb{Z} / 3 \mathbb{Z}$, we can easily check $\lambda\left(X_{\mathbb{Q}(\sqrt{-2})}\right)=1$ and $X_{\mathbb{Q}(\sqrt{-2})} \simeq \mathbb{Z}_{p}$. Hence, $X_{F_{\infty}}^{\chi} \simeq \mathbb{Z}_{p}$. Thus, this example satisfies all assumptions of Theorem 3.1 with $s=1$ and $m=0$. We now try to verify the conclusion of that theorem, by independent means.

We calculated by Pari-GP that $C l_{K} \simeq \mathbb{Z} / 6 \mathbb{Z} \oplus \mathbb{Z} / 6 \mathbb{Z} \oplus \mathbb{Z} / 2 \mathbb{Z} \oplus \mathbb{Z} / 2 \mathbb{Z}$, hence $A_{K}^{\chi}=A_{K} \simeq \mathbb{Z} / 3 \mathbb{Z} \oplus \mathbb{Z} / 3 \mathbb{Z}$. Let $\sigma$ be a generator of $G=\operatorname{Gal}(K / F)$, and $\gamma$ be a generator of $\Gamma=\operatorname{Gal}\left(F_{\infty} / F\right)$. Put $\Lambda[G]=\mathbb{Z}_{p}[[G \times \Gamma]]$, and $S=\sigma-1, T=\gamma-1 \in \Lambda$. We use the same notation as in the proof of Theorem 3.1. In our case, $M_{1}=\mathbb{Z}_{p}$ and $M_{2}=R_{\chi}$. The isomorphism (7) with $n=0$ in the proof of Theorem 3.1, with the aside claim established within the proof, yields a bijection $\left(M_{2}\right)_{\Gamma} \simeq A_{K}^{\chi} \simeq \mathbb{Z} / 3 \mathbb{Z} \oplus \mathbb{Z} / 3 \mathbb{Z}$. Hence, $\left(M_{2}\right)_{\Gamma}$ is isomorphic to $R_{\chi} /\left(\left(\zeta_{p}-1\right)^{2}\right)$, and $\operatorname{char}_{R_{\chi}[[\Gamma]]}\left(M_{2}\right)=\left(T-\bar{u}\left(\zeta_{p}-1\right)^{2}\right)$ for some $\bar{u} \in R_{\chi}[[\Gamma]] \times$. Hence, by the expression (7) with $n=1$ for $A_{K_{n}}^{\chi}$ given in the proof, we know that $A_{K_{1}}^{\chi} \simeq \mathbb{Z} / 3 \mathbb{Z} \oplus \mathbb{Z} / 9 \mathbb{Z} \oplus \mathbb{Z} / 9 \mathbb{Z}$. This was also checked by T . Komatsu using Pari-GP. He computed the class groups of suitable subfields of $K_{1}$ of degree 18, and obtained the above isomorphism. We thank him very much for informing us of his computation.

Now, we consider $\mathcal{A}_{K_{\infty}}$ (cf. Remark $\left.1.2(3)\right)$. Since $H^{i}\left(G, \mathcal{A}_{K_{\infty}}\right)=0$ for $i=1$ and 2 (cf. [10] Lemma A2), we get $\mathcal{A}_{K_{\infty}} \simeq \mathbb{Z}_{p}[G]$ as a $\mathbb{Z}_{p}[G]$ module. Hence, $\mathcal{A}_{K_{1}}=\left(A_{K_{1}}\right)^{\vee}$ is also cyclic as a $\mathbb{Z}_{p}[G]$-module. Since we know that $\mathcal{A}_{K_{1}}$ is annihilated by 9 as an abelian group, there must be an exact sequence $0 \longrightarrow \mathbb{Z} / 3 \mathbb{Z} \longrightarrow \mathbb{Z} / 9 \mathbb{Z}[G] \longrightarrow \mathcal{A}_{K_{1}} \longrightarrow 0$. Taking the dual, we get an isomorphism

$$
A_{K_{1}} \simeq \operatorname{Ker}(\mathbb{Z} / 9 \mathbb{Z}[G] \longrightarrow \mathbb{Z} / 3 \mathbb{Z})
$$

In other words: $A_{K_{1}}$ is isomorphic to the maximal ideal $\mathfrak{m}$ of $\mathbb{Z} / 9 \mathbb{Z}[G]$ as a $\mathbb{Z}_{p}[G]$-module.

Since $X_{K_{\infty}}^{\chi}=M_{1} \oplus M_{2}$, we can check that $T$ acts on $\mathcal{A}_{K_{\infty}}$ by $u S^{2}$ for some $u \in \Lambda[G]^{\times}$. By the Weierstrass preparation theorem with the $\lambda$-invariant $=1$ and the $\mu$-invariant $=0$ in this case, $\theta_{K_{\infty}}^{\chi}$ can be written as $v(T-\alpha)$ for some $\alpha \in \Lambda[G]$, and $v \in \Lambda[G]^{\times}$. Since we know the Leopoldt conjecture holds for $k$ and $\mu\left(X_{F_{\infty}}\right)=0$, we can apply [10] Appendix to get that $\theta_{K_{\infty}}^{\chi}$ is in
the Fitting ideal of $\mathcal{A}_{K_{\infty}}$. In particular, we know that $\theta_{K_{\infty}}^{\chi}$ annihilates $\mathcal{A}_{K_{\infty}}$. Hence, we must have $\alpha=u S^{2}$, and therefore

$$
\theta_{K_{\infty}}^{\chi}=v\left(T-u S^{2}\right)
$$

Using the isomorphism $A_{K_{1}}^{\chi} \simeq \mathfrak{m}$, we take two generators $e_{1}$, $e_{2}$ of $A_{K_{1}}^{\chi}$ which correspond to $p$ and $S$ respectively. Then, the $\mathbb{Z}_{p}[G]$-module $\mathfrak{m}$ is described by these two generators and the three relations $S e_{1}=p e_{2}, p e_{1}=0$, and $N_{G} e_{2}=0$. Note that $p^{2} e_{2}=0$ as a consequence. To take care of the action of $T$, one needs two more relations $\theta_{K_{1}}^{\chi} e_{1}=0$, and $\theta_{K_{1}}^{\chi} e_{2}=0$ (note that $\theta_{K_{1}}^{\chi}$ is the image of $\left.\theta_{K_{\infty}}^{\chi}\right)$. ¿From this it is straightforward to calculate

$$
\operatorname{Fitt}_{\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]}\left(A_{K_{1}}^{\chi}\right)=\left(p^{2}, p S^{2}, p \theta_{K_{1}}^{\chi}, S \theta_{K_{1}}^{\chi},\left(\theta_{K_{1}}^{\chi}\right)^{2}\right)
$$

We can show that

$$
\left(p^{2}, p S^{2}, p \theta_{K_{1}}^{\chi}, S \theta_{K_{1}}^{\chi},\left(\theta_{K_{1}}^{\chi}\right)^{2}\right)=\left(N_{\operatorname{Gal}\left(K_{1} / F\right)}, p \theta_{K_{1}}^{\chi}, S \theta_{K_{1}}^{\chi}, T \theta_{K_{1}}^{\chi}\right)
$$

as ideals of $\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]$ where $N_{\operatorname{Gal}\left(K_{1} / F\right)}=\Sigma_{s \in \operatorname{Gal}\left(K_{1} / F\right)} s$. Hence, we certainly have $\theta_{K_{1}}^{\chi} \notin \operatorname{Fitt}_{\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]}\left(A_{K_{1}}^{\chi}\right)$. (This can already be seen from the first description by calculating modulo $p$.)

On the other hand, we have $\mathcal{A}_{K_{1}}^{\chi} \simeq\left(\mathbb{Z}_{p} / p^{2} \mathbb{Z}_{p}\right)\left[\operatorname{Gal}\left(K_{1} / F\right)\right] /\left(p S^{2}, \theta_{K_{1}}^{\chi}\right)$. As ideals of $\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]$, we have $\left(p^{2}, p S^{2}, \theta_{K_{1}}^{\chi}\right)=\left(N_{\operatorname{Gal}\left(K_{1} / F\right)}, \theta_{K_{1}}^{\chi}\right)$. Hence,

$$
\operatorname{Fitt}_{\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]}\left(\mathcal{A}_{K_{1}}^{\chi}\right)=\left(N_{\operatorname{Gal}\left(K_{1} / F\right)}, \theta_{K_{1}}^{\chi}\right)
$$

This shows clearly that the Fitting ideal of the dual of the class group is better behaved than the Fitting ideal of the class group itself in this case.

We finally mention that we were able to calculate $\theta=\theta_{K_{1}}^{\chi}$. In this way, everything becomes explicit, including the two units $u$ and $v$. We give a brief sketch how the calculation was done. Of course $\theta_{K_{1}}^{\chi} \in \mathbb{C}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]=$ $\mathbb{C}[\langle\sigma, \gamma\rangle]$ is uniquely determined by the nine values $\psi(\theta)=L\left(0, \psi^{-1} \chi\right)$. Here $\chi$ is the nontrivial character of $\operatorname{Gal}(F / k)$, now identified with the nontrivial character of $\operatorname{Gal}\left(K_{1} / K_{1}^{+}\right) ; \psi$ runs through the characters of $\operatorname{Gal}\left(K_{1} / F\right)$, and all involved $L$-functions are meant to omit all Euler factors at places that ramify in $K_{1} / k$. We obtained these $L$-values by finding the corresponding values at $s=1$ and using the functional equation. The values at $s=1$ were rather naively calculated by evaluating the relevant Euler product up to factors attached to primes over rational primes $<8000$. We have confidence in the result (see below) for two reasons: firstly, the calculated coefficients of $\theta$ were close enough to integers (which we then took as the actual value of course), and secondly, some checks involving the class numbers of subfields $F \subset K^{\prime} \subset K$ with $\left[K: K^{\prime}\right]=3$ confirmed our numbers. We now write down the result (note that we do not specify our choice of $\sigma$ and $\gamma$, but it could be done):

$$
\frac{1}{4} \theta_{K_{1}}^{\chi}=\left(3-6 \sigma-6 \sigma^{2}\right)+5 \gamma+2 \gamma^{2}\left(\sigma+\sigma^{2}\right)
$$

For a consistency check, we rewrite this in terms of $S$ and $T$ :

$$
\begin{aligned}
\frac{1}{4} \theta_{K_{1}}^{\chi} & =8 S^{2}+4 S^{3}+13 T-8 S^{2} T-4 S^{3} T+4 T^{2}-4 S^{2} T^{2}-2 S^{3} T^{2} \\
& =v\left(T-u S^{2}\right)
\end{aligned}
$$

where $v=\left(1+\left(4 / 13-132 / 2197 S^{2}-66 / 2197 S^{3}+\ldots\right) T\right)\left(13-136 / 13 S^{2}-\right.$ $\left.68 / 13 S^{3}+1056 / 2197 S^{4}+\ldots\right)^{-1}$ and $u=-8 / 13-4 / 13 S-1088 / 2197 S^{2}-$ $1088 / 2197 S^{3}+\ldots$ are units. Since $\theta_{K_{1}}^{\chi}$ is in $\operatorname{Fitt}_{\mathbb{Z}_{p}\left[\operatorname{Gal}\left(K_{1} / F\right)\right]}\left(\mathcal{A}_{K_{1}}^{\chi}\right), T$ acts on $A_{K_{1}}$ by $u S^{2}$. This agrees with what was said earlier concerning the action of $T$ on $A_{K_{1}}$.

## 4 The case of finite level: complements

In this section we present another two systematic methods for producing examples of the kind that we just saw. They are similar in spirit but perhaps each has its own advantages. The first of them does not encompass the explicit example of the last section; the second method however does.
4.1. We study a class of examples for which we can show by the consideration of $\lambda$-invariants that the Stickelberger element is not in the Fitting ideal. Suppose that $F, K, \chi \ldots$ are as in $\S 1$. We also use the notation $\mathcal{P}, \mathcal{Q}, \mathcal{P}_{i}, \mathcal{Q}_{i}$, $\mathcal{P}_{i, F_{\infty}}, \mathcal{Q}_{i, F_{\infty}}$ with $i=0,1$, etc. from the proof of Theorem 1.1. We define

$$
s=\# \mathcal{P}_{0, F_{\infty}} \text { and } m=\# \mathcal{Q}_{1, F_{\infty}} .
$$

For every $v \in \mathcal{Q}_{F_{\infty}}$, we denote by $I_{v}\left(K_{\infty} / F_{\infty}\right)$ the inertia subgroup of $v$ inside $\operatorname{Gal}\left(K_{\infty} / F_{\infty}\right)$. We define

$$
t=\operatorname{dim}_{O_{\chi} / p O_{\chi}}\left(\bigoplus_{v \in \mathcal{Q}_{0, F_{\infty}}} I_{v}\left(K_{\infty} / F_{\infty}\right) \otimes \mathbb{Z}_{p} / p \mathbb{Z}_{p}\right)^{\chi} .
$$

We assume $\mu\left(X_{F_{\infty}}^{\chi}\right)=0$, and $K \cap F_{\infty}=F$. We define $\lambda=\lambda_{O_{\chi}}\left(X_{F_{\infty}}^{\chi}\right)$, that is: $X_{F_{\infty}}^{\chi} \simeq O_{\chi}^{\lambda}$ as $O_{\chi}$-modules.
Proposition 4.1 Assume that $s<t$, and $n$ is large enough so that every prime above $\mathcal{P}_{0}$ is totally ramified in $K_{\infty} / K_{n-1}$ and that $\lambda+s+m<p^{n}$. Then we have

$$
\theta_{K_{n}}^{\chi} \notin \operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(A_{K_{n}}^{\chi}\right) .
$$

The condition $s<t$ in Proposition 4.1 is satisfied, for example, if $G=$ $\operatorname{Gal}(K / F)$ is not cyclic, $\mathcal{P}_{0}$ is non-empty, and every prime above $\mathcal{P}_{0}$ is totally ramified in $K_{\infty} / F$. Note here that the explicit example in $\S 3$ involved a cyclic group $G$.

Proof of Proposition 4.1: We put $T=\gamma-1$, where $\gamma$ is a generator of $\operatorname{Gal}\left(F_{\infty} / F\right)$. By (3) in the proof of Theorem 1.1, we have

$$
\begin{equation*}
\operatorname{Fitt}_{O_{\chi} / p O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]}\left(\left(X_{K_{\infty}}^{\chi}\right)_{G} \otimes_{O_{\chi}} O_{\chi} / p O_{\chi}\right)=\left(T^{\lambda+m+t}\right) . \tag{8}
\end{equation*}
$$

Assume that $\theta_{K_{n}}^{\chi} \in \operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(A_{K_{n}}^{\chi}\right)$. By [16] page 86 Proposition 1.6, the image $\bar{\theta}_{K_{n}}^{\chi}$ of $\theta_{K_{n}}^{\chi}$ in $O_{\chi}\left[\operatorname{Gal}\left(F_{n} / F\right)\right]$ may be written as $\bar{\theta}_{K_{n}}^{\chi}=$ $\prod_{w}\left(1-\varphi_{w}^{-1}\right) \theta_{F_{n}}^{\chi}$ where $w$ runs over those primes of $k$ which are unramified in $F_{n}$ but are ramified in $K_{n}$. Hence, $\bar{\theta}_{K_{n}}^{\chi} \equiv \bar{u} T^{\lambda+m} \bmod (p)$ for some $\bar{u} \in O_{\chi}\left[\operatorname{Gal}\left(F_{n} / F\right)\right]^{\times}$because $\left(\theta_{F_{\infty}}^{\chi}\right)=\left(T^{\lambda}\right)$ as ideals of $O_{\chi}\left[\left[\operatorname{Gal}\left(F_{\infty} / F\right)\right]\right]$. (Note that by our assumption $m<p^{n}$, every prime of $F_{n}$ above $\mathcal{Q}_{1}$ is inert in $F_{\infty} / F_{n}$, and that every prime above $\mathcal{P}_{0}$ is ramified in $F_{n}$.)

Again by Proposition 5.2 in [9], the sequence

$$
0 \longrightarrow\left(\bigoplus_{\mathfrak{p} \in \mathcal{P}_{0, K_{n}}} \mathbb{Z}_{p}\right)^{\chi} \longrightarrow\left(X_{K_{\infty}}^{\chi}\right)_{\operatorname{Gal}\left(K_{\infty} / K_{n}\right)} \longrightarrow A_{K_{n}}^{\chi} \longrightarrow 0
$$

is exact, where $\mathfrak{p}$ ranges over all primes of $K_{n}$ above $\mathcal{P}_{0}$. For $w \in \mathcal{P}_{0}$, $\left(\left(\bigoplus_{\mathfrak{p} \mid w} \mathbb{Z}_{p}\right)^{\chi}\right)_{G}$ is cyclic as an $O_{\chi}\left[\operatorname{Gal}\left(F_{n} / F\right)\right]$-module, and $(1+T)^{s_{w}}-1$ kills it where $s_{w}$ is the number of primes of $F_{n}$ above $w$. Hence, it follows from $s=\Sigma_{w \in \mathcal{P}_{0}} s_{w}$ that there is an element

$$
x \in \operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(\left(\bigoplus_{\mathfrak{p} \in \mathcal{P}_{0, K_{n}}} \mathbb{Z}_{p}\right)^{\chi}\right)
$$

such that $x \equiv T^{s}$ modulo $\left(p, I_{G}\right)$ where $I_{G}$ is the augmentation ideal of $G=\operatorname{Gal}\left(K_{n} / F_{n}\right)=\operatorname{Gal}(K / F)$.
¿From the above exact sequence we see that

$$
x \theta_{K_{n}}^{\chi} \in \operatorname{Fitt}_{O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]}\left(\left(X_{K_{\infty}}^{\chi}\right)_{\operatorname{Gal}\left(K_{\infty} / K_{n}\right)}\right) .
$$

Since $\theta_{K_{n}}^{\chi} \equiv u T^{\lambda+m}$ modulo $\left(p, I_{G}\right)$ for some $u \in O_{\chi}\left[\operatorname{Gal}\left(K_{n} / F\right)\right]^{\times}$, there is an element $\alpha \in \operatorname{Fitt}_{O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]}\left(X_{K_{\infty}}^{\chi}\right)$ such that $\alpha \equiv T^{\lambda+m+s}$ modulo $\left(p, I_{G}, T^{p^{n}}\right)$. Hence, by (8) and our assumption $\lambda+m+s<p^{n}$, we obtain $\lambda+m+s \geq \lambda+m+t$. But this contradicts our assumption $s<t$.
4.2. We finally present another approach which does not use cyclotomic extensions. Therefore the top field will now be written $K$ (not $K_{n}$ ); to obtain the example in $\S 3.2$, one has to change the notation back from $K$ to $K_{1}$. We retain the notation $F$ for the maximal extension of $k$ with prime-to- $p$ degree inside $K$, and we write $\operatorname{Gal}(K / k)=G \times \Delta$ with $K^{G}=F$. (Note that this group $G$ corresponds to $G \times\langle\gamma\rangle$ in §3.2.)

We describe an algebraic situation where the relevant Stickelberger element is not in the Fitting ideal of the undualised module; afterwards we will exhibit arithmetic criteria which imply that this situation arises in certain cases.

Proposition 4.2 Suppose $\chi$ is an odd character of $\Delta$ and:
(i) $G$ is not cyclic (we call this condition (NC));
(ii) $A_{K}^{\chi}$ is annihilated by the norm element $N_{G}$, and

$$
\operatorname{Fitt}_{R_{\chi}}\left(\left(A_{K}^{\chi}\right)^{\vee}\right)=\left(\theta_{K}^{\chi}\right)
$$

where we have put $R_{\chi}=O_{\chi}[G] /\left(N_{G}\right)$.
(iii) $\theta_{K}^{\chi}$ is not a unit of $R_{\chi}$.

Then $\theta_{K}^{\chi} \notin \operatorname{Fitt}_{R_{\chi}}\left(A_{K}^{\chi}\right)$.

Proof: Let $M=\left(A_{K}^{\chi}\right)^{\vee}$. It follows from Prop. 4 in [2] that as a consequence of hypothesis (ii), $M$ has projective dimension at most 1 over $R_{\chi}$, so there is a presentation $R_{\chi}^{n} \rightarrow R_{\chi}^{n} \rightarrow M \rightarrow 0$, where the leftmost map is right multiplication with an $n \times n$-matrix $V$ over $R_{\chi}$ with $\operatorname{det}(V)=\theta_{K}^{\chi}$. Moreover we can assume that the number $n$ is minimal. (The vectors in $R_{\chi}^{n}$ are considered to be rows.) From this we can calculate the Fitting ideal of $M^{\vee}=A_{K}^{\chi}$; the result will be that it does not contain $\theta_{K}^{\chi}$. The details go as follows:

We apply the functor $\operatorname{Hom}_{O_{\chi}}\left(-, O_{\chi}\right)$ to the short exact sequence $0 \rightarrow$ $R_{\chi}^{n} \rightarrow R_{\chi}^{n} \rightarrow M \rightarrow 0$. Since $M^{\vee}$ can be identified with $\operatorname{Ext}_{O_{\chi}}^{1}\left(M, O_{\chi}\right)$, we get

$$
0 \rightarrow \operatorname{Hom}\left(R_{\chi}^{n}, O_{\chi}\right) \rightarrow \operatorname{Hom}\left(R_{\chi}^{n}, O_{\chi}\right) \rightarrow M^{\vee} \rightarrow 0
$$

where the second arrow is induced from $R_{\chi}^{n} \xrightarrow{V} R_{\chi}^{n}$. On the other hand, $\operatorname{Hom}\left(R_{\chi}, O_{\chi}\right)$ can be identified with the augmentation ideal $I_{G} \subset O_{\chi}[G]$. If we do this, we obtain a short exact sequence of $O_{\chi}[G]$-modules

$$
0 \rightarrow I_{G}^{n} \rightarrow I_{G}^{n} \rightarrow M^{\vee} \rightarrow 0
$$

in which the second map is right multiplication with the transposed matrix ${ }^{t} V$.

Write $G$ as the direct product of cyclic nontrivial subgroups $\left\langle\sigma_{i}\right\rangle$, for $i=1, \ldots, t$. Then one can check that $I_{G}$ is presented by $t$ generators $x_{i}$ (mapping to $s_{i}:=\sigma_{i}-1$ ) and $t+t(t-1) / 2$ relations: $N_{\sigma_{i}} x_{i}=0$ and $s_{j} x_{i}=$ $s_{i} x_{j}$ for $i \neq j, 1 \leq i, j \leq t$. Hence, $I_{G}^{n}$ is presented by $n t$ generators $x_{i}^{(h)}$ (with $h=1, \ldots, n ; x_{i}^{(h)}$ is in the $h$-th copy of $I_{G}$ inside $I_{G}^{n}$ ), and $n t(t+$ 1) $/ 2$ relations. A presentation of $M^{\vee}$ now arises by taking the cokernel of right multiplication with $B:={ }^{t} V$. If we reorder the generators as follows: $x_{1}^{(1)}, x_{1}^{(2)}, \ldots, x_{1}^{(n)}, x_{2}^{(1)}, \ldots$, we obtain the following relation matrix (every
block is of shape $n \times n$, and $I$ is the identity matrix):

$$
A=\left(\begin{array}{ccccc}
B & & & & \\
& B & & & \\
& & \ddots & & \\
N_{\sigma_{1}} & & & & B \\
& N_{\sigma_{2}} & & & \\
& & \ddots & & \\
s_{2} I & -s_{1} I & & & N_{\sigma_{t}} \\
s_{3} I & & -s_{1} I & & \\
\vdots & & & \ddots & \\
s_{t} I & & & & -s_{1} I \\
& s_{3} I & -s_{2} I & & \\
& & \ddots & & \\
& & & s_{t} I-s_{t-1} I
\end{array}\right)
$$

The Fitting ideal $J$ of $M^{\vee}$ is generated by all $t n$-minors of this matrix, and unpleasant to determine exactly. Therefore we will work over the ring $R^{\prime}:=O_{\chi}[G] /\left(N_{\sigma_{1}}, s_{2}, \ldots, s_{t}\right)$. Since $\theta_{K}^{\chi}$ is a nonzerodivisor and non-unit in $R_{\chi}$ (by hypotheses (ii) and (iii)), the same holds for the image $\theta^{\prime}$ of $\theta_{K}^{\chi}$ in this quotient ring $R^{\prime}$. We will show that the ideal $J^{\prime}$ generated by all $t n$-minors of the image $A^{\prime}$ of $A$ over $R^{\prime}$ is contained in $\operatorname{rad}\left(R^{\prime}\right) \theta^{\prime}$. Then $J^{\prime}$ does not contain $\theta^{\prime}$, and it will follow that $J$ cannot contain $\theta_{K}^{\chi}$.

Now all blocks of $A^{\prime}$ in the leftmost column have become zero, with the exception of the topmost one which is (the image of) $B$. ¿From this it is clear that any nonzero $t n$-minor of $A^{\prime}$ has to "pass through" this block, that is, it has the value $\operatorname{det}(B)$ times a $(t-1) n$ minor of the matrix $A^{\prime}$ with the first $n$ rows and columns deleted. Any such minor is certainly in the radical of $R^{\prime}$ (actually to a high power), since all entries of $B$ are in the radical to begin with ( $n$ was minimal). Hence indeed every minor is in $\operatorname{Rad}\left(R^{\prime}\right) \theta^{\prime}$, and we are done.

As promised we now explain how one can apply this proposition to actually obtain examples. Consider, in addition to (NC) (see 4.2) the following conditions:

- (R1) If a prime $\mathfrak{p}$ of $k$ above $p$ splits in $F / F^{+}$, every prime of $F$ above $\mathfrak{p}$ is totally ramified in $K / F$.
- (R2) The decomposition group of every non- $p$-adic prime $\mathfrak{q}$ of $k$ that ramifies in $K$ but not in $F$ contains complex conjugation. In other words: if a non- $p$-adic prime $\mathfrak{q}$ splits in $F / F^{+}$, it is unramified in $K$.

Theorem 4.3 Assume $\zeta_{p} \notin K$, Hypotheses (NC), (R1), (R2), $A_{F}^{-}=0$ and $A_{K}^{\chi} \neq 0$. Assume further that (at least) one of the following two assumptions is true:
(a) The p-adic $\mu$-invariant of $F$ vanishes, and the Leopoldt conjecture holds for $k$ and $p$; or
(b) The equivariant Tamagawa Number Conjecture (which we call ETNC) holds for $p$ and $K / k$ (for details on ETNC see [5]).
Then the conditions of Proposition 4.2 hold.
Proof: Condition (i) is just (NC). If we have condition (ii) and $A_{K}^{\chi}$ is nonzero, then $\theta_{K}^{\chi}$ cannot be a unit, so (iii) follows as well. It therefore suffices to establish the validity of (ii). Let us first do this under the assumption (a).

The fact that $N_{G} A_{K}^{\chi}=0$ is an immediate consequence of $A_{F}^{\chi}=0$. We must show that

$$
\operatorname{Fitt}_{R}\left(\left(A_{K}^{\chi}\right)^{\vee}\right)=\left(\theta_{K}^{\chi}\right)
$$

where we put $R=O_{\chi}[G] /\left(N_{G}\right)$.
Let $\mathcal{A}$ be the Pontryagin dual of the direct limit $\underline{\lim }_{n} A_{K_{n}}$. The $p$-adic $\mu$-invariant is zero for $K$ as well, since this property propagates upwards in $p$-extensions. So Theorem A. 5 of [10] is applicable and tells us:

$$
\operatorname{Fitt}_{\mathbb{Z}_{p}[[\Gamma \times \Delta \times G]]-}\left(\mathcal{A}^{-}\right)=I_{K_{\infty} / k}
$$

A few comments concerning notations and conventions are necessary. In loc.cit., the ideal $I_{K_{\infty} / k}$ is written $\iota\left(\Theta_{K_{\infty} / k}^{\sim}\right)$. The involution $\iota$ is not present in our setting since we take cogredient actions on duals. Also, the exponent $\sim$ can be omitted because there is no $\omega$-part in our setting. The ideal $I_{K_{\infty} / k}$ is defined by using an auxiliary field $F_{\infty}^{\prime} \supset K_{\infty}$ as in [10]. What we have to consider is the element $\theta_{L_{\infty}^{\prime}}^{\chi}$ for subfields $L_{\infty}^{\prime}$ of $F_{\infty}^{\prime}$. But taking the image in $\mathbf{Z}_{p}\left[\left[\operatorname{Gal}\left(K_{\infty} / k\right)\right]\right]$, what we finally get is an element of the form

$$
a\left(L_{\infty}\right) \operatorname{cor}_{K_{\infty} / L_{\infty}} \theta_{L_{\infty}}
$$

for some $L_{\infty} \subset K_{\infty}$ where $a\left(L_{\infty}\right) \in \mathbf{Z}_{p}\left[\left[\operatorname{Gal}\left(K_{\infty} / k\right)\right]\right]$. In particular, $a\left(K_{\infty}\right)=$ 1. We consider a character $\xi$ which will run over all odd characters of $\Delta$ (note that $\chi$ is a fixed character of $\Delta$ ). We denote by $F_{\xi}=F^{K e r(\xi)}$ the field cut out by $\xi$, and $K_{\xi}=K^{\operatorname{Ker}(\xi)}$, hence $\operatorname{Gal}\left(K_{\xi} / F_{\xi}\right)=G$. We consider the $\xi$-component. Since $a\left(K_{\xi, \infty}\right)=1$ and $\left(\operatorname{cor}_{K_{\infty} / K_{\xi, \infty}}\right)^{\xi}$ is a unit, we have $\theta_{K_{\xi, \infty}}^{\xi} \in I_{K_{\infty} / k}^{\xi}$. For $L_{\infty}$ such that $K_{\xi, \infty} \supset L_{\infty} \supset F_{\xi, \infty}$, by our assumption (R2) and [16] Proposition 1.6 on p. 86, the image of $\theta_{K_{\xi, \infty}}^{\xi}$ in $\mathbf{Z}_{p}\left[\left[\operatorname{Gal}\left(L_{\infty} / k\right)\right]\right]^{\xi}$ is $\theta_{L_{\infty}}^{\xi}$ times some unit. (For a non- $p$-adic prime $\mathfrak{q}$ of $k$ which ramifies in $K / F$, by the condition (R2) we have $\xi(\mathfrak{q}) \neq 1$ and $\xi(\mathfrak{q})-1$ is a unit for all odd characters $\xi$. Hence, $\mathfrak{q}$ has no influence modulo units. Any prime above $p$ is ramified in $L_{\infty}$, so has no influence.) Hence, $\left(a\left(L_{\infty}\right) \operatorname{cor}_{K_{\infty} / L_{\infty}} \theta_{L_{\infty}}\right)^{\xi}$ is a multiple of $\theta_{K_{\infty}}^{\xi}$.

This shows that

$$
\operatorname{Fitt}_{\mathbb{Z}_{p}\left[\left[\operatorname{Gal}\left(K_{\infty} / k\right)\right]\right]^{\xi}}\left(\mathcal{A}^{\xi}\right)=\left(\theta_{K_{\xi, \infty}}^{\xi}\right) .
$$

Similarly as before, the condition (R1) implies that the image of $\theta_{K_{\xi, \infty}}$ in $O_{\xi}[G]$ is a unit times $\theta_{K_{\xi}}$. Since $\mathcal{A}^{\xi} \longrightarrow\left(A_{K_{\xi}}^{\xi}\right)^{\vee}$ is surjective, it follows that $\theta_{K_{\xi}}^{\xi}$ is in $\operatorname{Fitt}_{O_{\xi}[G]}\left(A_{K_{\xi}}^{\xi}\right)=\operatorname{Fitt}_{O_{\xi}[G]}\left(A_{K}^{\xi}\right)$.

We recall that $R=O_{\chi}[G] /\left(N_{G}\right)$, and we are assuming $K_{\chi}=K$ in this paper. Define $A^{\prime}=\left(\mathcal{A}^{\chi} /\left(N_{G}\right)\right)_{\operatorname{Gal}\left(K_{\infty} / K\right)}$, that is, $A^{\prime}$ is the $\Gamma$-coinvariants of $\mathcal{A}^{\chi} /\left(N_{G}\right)$. Since $A_{F}^{\chi}=0$, we have a natural map

$$
A^{\prime} \rightarrow\left(A_{K}^{\chi}\right)^{\vee}
$$

which is surjective. We have $\operatorname{Fitt}_{R}\left(A^{\prime}\right)=\left(\theta_{K}^{\chi}\right)$ because as we saw above, the image of $\theta_{K_{\infty}}$ in $R$ is a unit times $\theta_{K}$. Hence, if we can show that the above surjection is an isomorphism, then we will be done. To achieve this, we use the analytic class number formula.

Let $\mathcal{X}(G)$ denote the group of characters of $G$. By the usual arguments one proves:

$$
\begin{equation*}
\operatorname{ord}_{p}\left(\# A^{\prime}\right)=\operatorname{ord}_{p}\left(\prod_{\psi \in \mathcal{X}(G), \psi \neq 1} \theta_{K}^{\chi \chi}\right) . \tag{9}
\end{equation*}
$$

For any odd character $\xi$ of $\Delta$, we have $\theta_{K_{\xi}}^{\xi} \in \operatorname{Fitt}_{o_{\xi}[G]}\left(A_{K}^{\xi}\right)$, as seen above. Further, by our assumption $A_{F}^{-}=0$, we know that $A_{F}^{\xi}$ is trivial and $\theta_{F_{\xi}}^{\xi}$ is a unit. Hence,

$$
\begin{equation*}
\operatorname{ord}_{p}\left(\# A_{K}^{\xi}\right) \leq \operatorname{ord}_{p}\left(\prod_{\xi \in \mathcal{X}(G), \psi \neq 1} \theta_{K_{\xi}}^{\xi \psi}\right) . \tag{10}
\end{equation*}
$$

On the other hand, by the analytic class number formula we have

$$
\begin{equation*}
\operatorname{ord}_{p}\left(\#\left(A_{K}^{-}\right)\right)=\operatorname{ord}_{p}\left(\prod_{\xi} \prod_{\psi \in \mathcal{X}(G)} \theta_{K_{\xi \psi}}^{\xi \psi}\right), \tag{11}
\end{equation*}
$$

where $K_{\xi \psi}$ is the field cut out by $\xi \psi$. First of all, we note that $\operatorname{ord}_{p}\left(\theta_{K_{\xi \psi}}^{\xi \psi}\right)=$ $\operatorname{ord}_{p}\left(\left(\theta_{K_{\xi}}^{\xi}\right)^{\psi}\right)$ for $\psi \neq 1$. This can be proved by essentially the same argument as used before on the ideal $I_{K_{\infty} / k}$ : if $\psi$ is non-trivial, then (R1) and (R2) insure that the Euler factors by which $\theta_{K_{\xi \psi} \psi}^{\xi \psi}$ differs from $\theta_{K_{\xi}}^{\xi}$ are $p$-adic units.

Hence, (11), $A_{F}^{-}=0$ and $\operatorname{ord}_{p} \# A_{K}^{-}=\Sigma_{\xi} \operatorname{ord}_{p} \# A_{K}^{\xi}$ imply that (10) becomes an equality. Hence, by (9) and the equality (10) for $\xi=\chi$, we get

$$
\operatorname{ord}_{p}\left(\# A_{K}^{\chi}\right)=\operatorname{ord}_{p}\left(\# A^{\prime}\right)=\operatorname{ord}_{p}\left(\prod_{\psi \in \mathcal{X}(G), \psi \neq 1} \theta_{K}^{\chi \psi}\right)
$$

(recall again that $K_{\chi}=K$ ). This completes the proof of Theorem 4.3 under assumption (a).

The proof of property (ii) under assumption (b) instead of (a) is rather similar. One begins with the main result of [5] which gives an expression for the $R$-Fitting ideal of $\left(A_{K}^{-}\right)^{\vee}$. The resulting ideal $\mathrm{SKu}_{K / k}$ is a very close analog of the ideal $I_{K_{\infty} / k}$ discussed before, but it already is defined at finite level. For details we refer to [5]. The discussion of the generators of this ideal is quite analogous to what was said on $I_{K_{\infty} / k}$, and we will omit the details. The result is exactly as desired: modulo $N_{G}$ we obtain a cyclic Fitting ideal generated by $\theta_{K}^{\chi}$, and no descent argument is required, contrary to
the preceding proof. (Avoiding the descent seems to be the only essential difference between the approaches coming from [10] and [5]; the descent is implicitly hidden in ETNC.)

Remark 4.4 Our explicit example (we repeat that $K_{1}$ plays the role of $K$ ) fits the conditions of the above theorem, with hypothesis (a). In fact, we could take $K=K_{n}$ for any $n>0$. So the example is covered twice, by 4.3 and 2.1. Even though the list of hypotheses used in 4.3 looks a little clumsy, it requires no knowledge of $\lambda$-invariants. In fact, the condition $A_{K}^{\chi} \neq 0$ may be replaced by a simpler one, since one can show that in the presence of all the other hypotheses it is implied (for some $\chi$ ) by the existence of a prime above $p$ which splits from $F^{+}$to $F$. The condition on $A_{F}^{-}$is easy to control since $F$ has much lower absolute degree than $K$.

## A Appendix: Fitting ideals of $\mathbb{Z}_{p}$-duals

The main result of this section is Theorem 5.8, which says that the Fitting ideal of a $\mathbb{Z}_{p}[[H]]$-module $M$ does not change under taking the $\mathbb{Z}_{p}$-dual, when $M$ is finitely generated free over $\mathbb{Z}_{p}$ and $H$ is an abelian pro- $p$-group requiring at most two generators. We will explain the connection with Iwasawa adjoints at the end. Theorem 5.8 requires, at present, a very technical result (Theorem 5.3) in its proof.

We begin with two combinatorial lemmas.
Let us fix a positive integer $n$ throughout this section. Let $K \subset\{1, \ldots, n\}$ be any subset and let $K^{\prime}=\{1, \ldots, n\} \backslash K$ denote the complement. For the following definition and lemmas, one should think of $1,2, \ldots, n$ as counters having one green side and one red side, placed in a row on the table; the indices in $K$ stand for counters showing their green side and indices in $K^{\prime}$ stand for counters with the red side up.

We define the "disorder index" $\varepsilon(K)$ to be the parity of the number of instances where a green counter is to the right of a red one:

$$
\varepsilon(K)=(-1)^{\# D i s(K)}, \quad \operatorname{Dis}(K)=\left\{(i, j) \in K \times K^{\prime}: i>j\right\}
$$

Note that the "disorder set" $\operatorname{Dis}(K)$ is empty iff $K$ is an initial segment of $\{1, \ldots, n\}$.
Lemma A. 1 (a) If $k, l$ are distinct and not in $K$, then

$$
\varepsilon(K \cup\{k, l\})=(-1)^{l-k-1} \varepsilon(K)
$$

(b) If $I, J, U$ are disjoint subsets of $\{1, \ldots, n\}$ and $\# I=\# J$, then

$$
\varepsilon(I \cup U) \varepsilon(J \cup U)=\varepsilon(I) \varepsilon(J)
$$

Proof: (a) We may assume $k<l$. Let $c$ (resp. $d$ ) denote the number of green (resp. red) counters strictly between counter $k$ and $l$ (the two latter are red, at present). Let $e$ (resp. $f$ ) denote the number of green counters strictly to the right of counter $l$ (resp. red counters strictly to the left of counter $k$ ). We flip counter $l$ to make it green. This removes $e$ pairs from $\operatorname{Dis}(K)$ (look to the right of counter $l$ ) and introduces $d+f+1$ new pairs; the +1 comes from counter $k$ which is still red. We now flip counter $k$ to make it green too. This removes $c+e+1$ pairs, the +1
coming from counter $l$ which is already green, and introduces $f$ new pairs, coming from the left. So the cardinal of $\operatorname{Dis}((K \cup\{k, l\})$ is that of $\operatorname{Dis}(K)$ plus

$$
-e+(d+f+1)-(c+e+1)+f
$$

which is congruent to $c+d=l-k-1$ modulo 2 .
(b) If $\# U$ is even, this can be proved by repeatedly taking pairs of elements out of $U$; according to part (a) the left hand side will not change under this process. If $U$ is odd, we let $U^{\prime}=U \cup\{n+1\}$ (so we work with subsets of $\{1, \ldots, n, n+1\}$ for a moment), and we observe that $\varepsilon\left(I \cup U^{\prime}\right)=(-1)^{n-\# I-\# U} \varepsilon(I \cup U)$. From this, and the analog with $J$ replacing $I$, we deduce $\varepsilon(I \cup U) \varepsilon(J \cup U)=\varepsilon\left(I \cup U^{\prime}\right) \varepsilon\left(J \cup U^{\prime}\right)$. Now $\# U^{\prime}$ is even, so we obtain equality of the last product with $\varepsilon(I) \varepsilon(J)$. Now we are done, because it makes no difference for $\varepsilon(I)$ and $\varepsilon(J)$ whether $I$ and $J$ are taken as subsets of $\{1, \ldots, n\}$ or of $\{1, \ldots, n, n+1\}$.

For later use we need another definition: If $I$ and $J$ are disjoint subsets of $\{1, \ldots, n\}$ satisfying $\# I=\# J$, then we set

$$
\delta(I, J)=(-1)^{\# I} \varepsilon(I \cup J)
$$

Lemma A. 2 Assume $I, J \subset\{1, \ldots, n\}$ are disjoint, with $\# I=\# J$.
(a) If $k, l$ are distinct and not in $I \cup J$, then

$$
\delta(I \cup\{k\}, J \cup\{l\})=(-1)^{l-k} \delta(I, J) .
$$

(b) If $k \in I$ and $k^{\prime} \notin I \cup J$, then

$$
\delta\left((I \backslash\{k\}) \cup\left\{k^{\prime}\right\}, J\right)=(-1)^{k^{\prime}-k} \delta(I, J) .
$$

(c) We have

$$
\varepsilon(I) \varepsilon(J)=\delta(I, J)
$$

Proof: Part (a) is a direct consequence of Lemma 5.1 and the definition of $\delta$.
For part (b) we note (again) that $\delta(I, J)$ will not change if $n$ is replaced by any $n^{\prime}>n$. (Only red counters are added, all on the right.) Hence we may pick some $l$ not in $I \cup J$, and distinct from $k^{\prime}$. With this auxiliary $l$ we get, using Lemma 5.1 (a) twice:
$\varepsilon\left((I \backslash\{k\}) \cup\left\{k^{\prime}\right\} \cup J\right)=(-1)^{k-l} \varepsilon\left(\left(I \cup\left\{k^{\prime}\right\}\right) \cup(J \cup\{l\})\right)=(-1)^{k-l}(-1)^{l-k^{\prime}} \varepsilon(I, J)$.
This implies the desired formula.
(c) If $\# I$ is even, then this follows by repeatedly shifting pairs of elements from $I$ over to $J$; by Lemma 5.1 (a) the product $\varepsilon(I) \varepsilon(J)$ is unchanged by this process, and $\varepsilon(\emptyset)=1$. We can reduce the case $\# I$ odd to the even case as follows: let $I^{\prime}=I \cup\{n+1\}$ and $J^{\prime}=J \cup\{n+2\}$. Then $\varepsilon\left(I^{\prime}\right)=(-1)^{n-\# I} \varepsilon(I)$ and $\varepsilon\left(J^{\prime}\right)=(-1)^{n+1-\# I} \varepsilon(J)$. Therefore $\varepsilon(I) \varepsilon(J)=-\varepsilon\left(I^{\prime}\right) \varepsilon\left(J^{\prime}\right)$. By the even case, the latter is equal to $-\varepsilon\left(I^{\prime} \cup J^{\prime}\right)=-\varepsilon(I \cup J \cup\{n+1, n+2\})$. By Lemma 5.1 (a) this is $-\varepsilon(I \cup J)$, and this finally equals $\delta(I, J)$ by definition.

Our next goal is the statement and proof of a very technical result concerning matrix minors (Theorem 5.3).

We consider two $n \times n$-matrices $A$ and $B$ over an arbitrary commutative ring and the $n$-minors of the two-block matrix $\left[\begin{array}{l}A \\ B\end{array}\right] \in R^{2 n, n}$. We need a precise method of labeling such minors and proceed as follows.

A label is, by definition, a triple ( $I, J, \alpha$ ) where $I$ and $J$ are disjoint subsets of $\{1, \ldots, n\}$ with $\# I=\# J$, and $\alpha$ is a map from $\{1, \ldots, n\} \backslash(I \cup J)$ to the two-element set $\{u p$, down $\}$.

To each label we attach an $n \times n$-matrix $M(I, J, \alpha ; A, B)$ by choosing $n$ rows among the rows of $A$ and $B$ as follows: For $k \in I$, the $k$-th row of $A$ and of $B$ are both chosen. For $k \in J$ we choose neither the $k$-th row of $A$ nor the $k$-th row of $B$. For $k \in\{1, \ldots, n\} \backslash(I \cup J)$ we choose exactly one $k$-th row: that of $A$ if $\alpha(k)=u p$ and that of $B$ if $\alpha(k)=$ down. These chosen rows are packed into a square matrix using the natural ordering, that is, the same order in which they appear in the block matrix $\left[\begin{array}{l}A \\ B\end{array}\right]$.

This exhausts all possibilities of forming $n \times n$-matrices from the rows of the block matrix $\left[\begin{array}{c}A \\ B\end{array}\right]$ by deletion of $n$ rows. We let

$$
m(I, J, \alpha ; A, B)=\operatorname{det}(M(I, J, \alpha ; A, B)) .
$$

Then $m(I, J, \alpha ; A, B)$ runs over all $n$-minors of the block matrix when $(I, J, \alpha)$ runs over all labels. We now formulate our main technical result; it may look surprising at first sight.

Theorem A. 3 Assume $R$ is reduced and the two matrices $A, B \in R^{n, n}$ commute with each other. Then for every label $(I, J, \alpha)$ we have

$$
m(I, J, \alpha ; A, B)=\delta(I, J) \cdot m\left(J, I, \alpha ;{ }^{t} A,{ }^{t} B\right)
$$

Note that I and J get exchanged but the indicator map $\alpha$ remains the same.
We begin by some reductions.
Proposition A. 4 In proving Theorem 5.3 we may assume that $R$ is an algebraically closed field and that at least one of $A$ and $B$ is diagonalisable (even without multiple eigenvalues if we like).

Proof: The first statement holds since every reduced ring injects into a product of algebraically closed fields.

The second reduction is less trivial. We work over $R=k$ an algebraically closed field and look at the variety $V$ of all pairs of commuting matrices $A$ and $B$ over $k$. Theorem 5.3 states that two morphisms (left and right hand side expression) from $V$ to $k$ are equal. By the Motzkin-Taussky theorem (see [1] or [6], cf. [11]), $V$ is irreducible. The discriminant of the characteristic polynomial of $A$ defines a morphism $\delta$ from $V$ to $k$, and the preimage $W:=\delta^{-1}(k \backslash 0)$ consists exactly of the commuting pairs $(A, B)$ for which $A$ has no multiple eigenvalues. (Such $A$ are all diagonalisable of course.) Since $k$ is infinite, there certainly exist diagonal matrices $A$ without multiple eigenvalues, and hence $W$ is not empty (because $\left(A, E_{n}\right) \in W$ for any such $A$ ). Thus, $W$ is an open nonempty subset of $V$ and therefore dense in $V$. Hence it suffices to prove the equality of the two morphisms on the subset $W$, which is exactly the reduction we claimed.

Proposition A. 5 (Compatibility with block decomposition) If $n=n_{1}+n_{2}$, A and $B$ are commuting block matrices of the shape

$$
A=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right), \quad B=\left(\begin{array}{cc}
B_{1} & 0 \\
0 & B_{2}
\end{array}\right)
$$

with $A_{1}, B_{1} \in R^{n_{1}, n_{1}}$ and $A_{2}, B_{2} \in R^{n_{2}, n_{2}}$, and Theorem 5.3 holds true for $\left(A_{1}, B_{1}\right)$ and $\left(A_{2}, B_{2}\right)$, then it holds true for $(A, B)$.

Proof: We take sets $I$ and $J$ and a map $\alpha$ as in the statement of Theorem 5.3. Then $I=I_{1} \cup I_{2}$ with $I_{1} \subset\left\{1, \ldots, n_{1}\right\}$ and $I_{2} \subset\left\{n_{1}+1, \ldots, n\right\} ;$ similarly for $J$. We claim that the involved minors are zero unless the equality $\# I_{1}=\# J_{1}$ (and
then also $\# I_{2}=\# J_{2}$ ) holds. Indeed, if the equalities are violated, we are either taking less than $n_{1}$ rows among rows $1, \ldots, n_{1}, n+1, \ldots, n+n_{1}$ of the block matrix

$$
\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2} \\
B_{1} & 0 \\
0 & B_{2}
\end{array}\right),
$$

or we are taking less than $n_{2}$ rows among the remaining rows $n_{1}+1, \ldots, n, n+$ $n_{1}+1, \ldots, 2 n$. In either case the determinant will be zero, and the same holds for the block matrix in which $A_{1}, A_{2}, B_{1}, B_{2}$ are replaced by their transposes. Hence we may assume $\# I_{1}=\# J_{1}$ and $\# I_{2}=\# J_{2}$. In this case the minors split up nicely as products: $m(I, J, \alpha ; A, B)= \pm m\left(I_{1}, J_{1}, \alpha_{1} ; A_{1}, B_{1}\right) \cdot m\left(I_{2}, J_{2}, \alpha_{2} ; A_{2}, B_{2}\right)$ and similarly in the transposed case, where $\alpha_{1}$ (resp. $\alpha_{2}$ ) denotes the restriction of $\alpha$ to $\left\{1, \ldots, n_{1}\right\}$ and $\left\{n_{1}+1, \ldots, n\right\}$ respectively. Our proposition will be proved as soon as we can show that the sign (which occurs since the rows that come from $A_{2}$ have to be moved past the rows that come from $B_{1}$ ) is the same in the untransposed and the transposed case. This is easy to check: the sign in either case is $(-1)^{a_{2} b_{1}}$, where $a_{i}$ is the number of $A_{i}$-rows that are chosen $(i=1,2)$, and similarly for $b_{i}$. Explicitly, $a_{i}$ equals $\# I_{i}$ plus the number of indices $j$ with $\alpha_{i}(j)=u p$. In the transposed situation we get the same numbers since $\alpha_{i}$ is unchanged and $\# I_{i}=\# J_{i}$.

Proposition A. 6 Theorem 5.3 is true if $A=\lambda E_{n}$ is a scalar multiple of the identity matrix.

Proof: Let $I, J, \alpha$ be as in the statement of the theorem, and let $U$ (resp. $D$ ) denote the set of $k$ with $\alpha(k)=u p$ (resp. down). Thus, the index set $\{1, \ldots, n\}$ is the disjoint union of $I, J, U, D$. For index subsets $K, L \subset\{1, \ldots, n\}$ let $A_{K L}$ denote the matrix obtained from $A$ by retaining (not: deleting) rows indexed in $K$ and columns indexed in $L$. If we neglect signs, we have

$$
m(I, J, \alpha ; A, B)= \pm \lambda^{\# I+\# U} \operatorname{det}\left(B_{I \cup D, J \cup D}\right)
$$

and

$$
m\left(J, I, \alpha ;{ }^{t} A,{ }^{t} B\right)= \pm \lambda^{\# J+\# U} \operatorname{det}\left(\left({ }^{t} B\right)_{J \cup D, I \cup D}\right)
$$

which is the same. So it remains to check that the sign is predicted correctly by the theorem. When calculating $m(I, J, \alpha ; A, B)$ exactly, we get $\lambda^{\# I+\# U}$ times the determinant of the appropriate submatrix of $B$, times the sign factor $\varepsilon(I \cup U)$. (This corresponds to the positions of the $\lambda$ 's which arise from the $A$-rows which are taken.) Similarly, we get the sign factor $\varepsilon(J \cup U)$ in the transposed case. We thus need to know that

$$
\varepsilon(I \cup U) \varepsilon(J \cup U)=\delta(I, J)
$$

But this is an easy consequence of Lemma 5.1 (b) and Lemma 5.2 (c).
The hardest (and most unexpected) part of the proof is to establish the following result:

Proposition A.7 In case $R=k$ is a field, the validity of Theorem 5.3 is "stable under conjugation", that is: If the theorem is true for $A, B$, and if $C$ is any invertible matrix in $k^{n, n}$, then it is also true for $C A C^{-1}, C B C^{-1}$.

We postpone the proof and explain how Theorem 5.3 is proved from the preceding lemmas and propositions:

We may assume $R=k$ is a field. By Proposition 5.4 we may assume $A$ is conjugate to a diagonal matrix; so by Proposition 5.7 we may assume $A$ is itself diagonal. By conjugating again if necessary, we sort the diagonal entries of $A$ (i.e. the eigenvalues) into consecutive strings of equal values. Then it is easy to see that any $B$ commuting with $A$ has diagonal block structure, corresponding to the
decomposition of $A$ into diagonal blocks induced by grouping the eigenvalues as above. By Proposition 5.5 we are reduced to the case where $A$ itself is a multiple of the identity matrix, and so we are done by Proposition 5.6.

Now we turn to the proof of Proposition 5.7. First we may assume that $C$ has determinant one. We now observe that the involved minors do not change if $A, B,{ }^{t} A,{ }^{t} B$ are multiplied on the right by arbitrary matrices in $S L_{n}(k)$. So we can forget about multiplying $A, B$ on the right by $C^{-1}$, and we can forget about multiplying ${ }^{t} A,{ }^{t} B$ on the right by ${ }^{t} C$. We certainly have to worry about the multiplications on the left hand side. To simplify terminology, let us say the quadruple of matrices $\left(A, B, A^{\prime}, B^{\prime}\right)$ behaves well, if the statement of Theorem 5.3 holds, with ${ }^{t} A,{ }^{t} B$ replaced by $A^{\prime}, B^{\prime}$. We have to prove the following statement:
if $\left(A, B, A^{\prime}, B^{\prime}\right)$ behaves well, then so does $\left(C A, C B,{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right)\left(^{*}\right)$
for every $C \in S L(n, k)$. We now use that any $C \in S L(n, k)$ is the product of so-called basic elementary matrices, that is matrices $C=E_{k l}(c)$ which have all diagonal entries equal to 1 , and only one off-diagonal entry nonzero, namely the entry in the $k$-th row and $l$-th column, and that entry is $c$. It is then enough to prove the implication $\left(^{*}\right)$ for $C$ of this particular shape. The transpose-inverse of $C$ is then $E_{l k}(-c)$. The proof now proceeds by direct calculation, using a longish distinction of cases. Fairly often the indicator map $\alpha$ will be irrelevant, and we will drop it from notation whenever possible. Recall in particular that the sign in Theorem 5.3 (which appears to be the critical issue) does not depend on $\alpha$.
$C A$ arises from $A$ by adding $c$ times the $l$-th row (which we shall call the "modifying row") to the $k$-th row (the "modified row"); the same goes for $C B$ arising from $B$. From this we draw two remarks:
(1) If $l \in I$, then $m(I, J ; A, B)=m(I, J ; C A, C B)$. Reason: The right hand side is the determinant of a submatrix which contains the $l$-th row of both $A$ and $B$ (note the $l$-th rows do not change). So whether any $k$-th row is present or not, we can undo the row operation that led from $A, B$ to $C A, C B$ before computing the determinant.
(2) If $k \in J$, then again $m(I, J ; A, B)=m(I, J ; C A, C B)$. The reason is even simpler: only the two rows numbered $k$ were changed, and they are not used in the minors we are considering.

Quite analogously we have:
(1') If $k \in J$, then $m\left(J, I ; A^{\prime}, B^{\prime}\right)=m\left(J, I ;{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right)$.
(2') If $l \in I$, then $m\left(J, I ; A^{\prime}, B^{\prime}\right)=m\left(J, I ;{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right)$.
This means in particular that our main claim (*) is already proved for $l \in I$ or $k \in J$, for the simple reason that nothing changes.

After having gotten these easy cases out of the way, we assume $l \notin I$ and $k \notin J$ and continue. Let us call the indices $k$ which are outside $I \cup J$ "ordinary".
(3) The case that both $k$ and $l$ are ordinary.

If $\alpha(k)=\alpha(l)$, then a similar argument as in (1) above tells us that the relevant minors do not change. Thus we will assume, without serious loss of generality: $\alpha(k)=u p$ and $\alpha(l)=$ down. Then we get

$$
\begin{aligned}
m(I, J, \alpha ; C A, C B) & =\operatorname{det} M(I, J, \alpha ; C A, C B) \\
& =\operatorname{det} M(I, J, \alpha ; A, B)+c \operatorname{det}(D),
\end{aligned}
$$

where $D$ is obtained from the matrix $M(I, J, \alpha ; A, B)$ via replacing the "upper" $k$-th row by the "upper" l-th row. ("Upper" means "coming from $A$ " of course). Now $D$ is again obtained from $\left[\begin{array}{c}A \\ B\end{array}\right]$, except for the fact that the rows are not in the correct order: the $l$-th row is misplaced. To put it into place, one needs exactly $r$ row exchanges, where $r$ is the number of $A$-rows going into $D$ with row numbers strictly between $k$ and $l$. On performing these row changes, $D$ turns into the matrix $M(I \cup\{l\}, J \cup\{k\}, \alpha ; A, B)$, so we may continue the above equalities by

$$
\ldots=m(I, J, \alpha ; A, B)+(-1)^{r} c m(I \cup\{l\}, J \cup\{k\}, \alpha ; A, B) .
$$

Exactly in the same way we obtain

$$
\begin{aligned}
& m\left(J, I, \alpha ;{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right) \\
& \quad=m\left(J, I, \alpha ; A^{\prime}, B^{\prime}\right)-(-1)^{r^{\prime}} c m\left(J \cup\{k\}, I \cup\{l\}, \alpha ; A^{\prime}, B^{\prime}\right),
\end{aligned}
$$

where now $r^{\prime}$ denotes the number of $B^{\prime}$-rows with indices strictly between $k$ and $l$ that are selected in $M\left(J, I, \alpha ; A^{\prime}, B^{\prime}\right)$. The minus sign preceding $(-1)^{r^{\prime}}$ comes from the minus sign at $c$ in the transpose-inverse of $C$. We claim that $r+r^{\prime}=l-k-1$. Indeed every index $j$ properly between $k$ and $l$ contributes exactly the amount 1 either toward $r$ or toward $r^{\prime}$ : if $j \in I$ or $\alpha(j)=u p$, it is towards $r$; if $j \in J$ or $\alpha(j)=$ down, it is towards $r^{\prime}$.

Therefore, we can replace $-(-1)^{r^{\prime}}$ by $(-1)^{r}(-1)^{l-k}$ in the last formula. If we now use the hypothesis that $\left(A, B, A^{\prime}, B^{\prime}\right)$ behaves well, and the formula $\delta(I \cup$ $\{l\}, J \cup\{k\})=(-1)^{l-k} \delta(I, J)$ from Lemma 5.2 (a), we can deduce that $\left(C A, C B,{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right)$ behaves well, the desired conclusion.
(4) The case $k \in I$ and $l$ ordinary. We assume, without loss, that $\alpha(l)=u p$. This means we may disregard the change in the upper $k$-th row, but not in the lower $k$-th row. We get

$$
m(I, J ; C A, C B)=m(I, J ; A, B)+c \operatorname{det}(D)
$$

where $D$ is obtained from $M(I, J, \alpha ; A, B)$ via replacing the lower $k$-th row by the lower $l$-th row. Let $r$ denote the number of lower rows with indices strictly between $k$ and $l$ that go into $M(I, J, \alpha ; A, B)$. We get that

$$
m(I, J ; A, B)+c \operatorname{det}(D)=m(I, J ; A, B)+(-1)^{r} c m((I \backslash\{k\}) \cup\{l\}, J ; A, B)
$$

Similarly, if $D^{\prime}$ denotes $M\left(J, I, \alpha ; A^{\prime}, B^{\prime}\right)$ with "upper $l$-th row" replaced by "upper $k$-th row" and $r^{\prime}$ the number of selected upper rows indexed strictly between $k$ and $l$, we find

$$
\begin{aligned}
m\left(J, I ;{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right) & =m\left(J, I ; A^{\prime}, B^{\prime}\right)-c \operatorname{det}\left(D^{\prime}\right) \\
& =m\left(J, I ; A^{\prime}, B^{\prime}\right)-(-1)^{r^{\prime}} c m\left(J,(I \backslash\{k\}) \cup\{l\} ; A^{\prime}, B^{\prime}\right)
\end{aligned}
$$

Again $r+r^{\prime}=l-k-1$, and the argument finishes as in (3), this time using Lemma 5.2 (b).
(5) The case $k$ ordinary and $l \in J$ is quite similar to case (4).
(6) The last case: $k \in I, l \in J$. Let $D$ be the matrix $M(I, J, \alpha ; A, B)$. Let $D_{1}$ arise from $D$ via replacing the upper $k$-th row by the upper $l$-th row; let $D_{2}$ arise similarly from $D$ reading "lower" instead of "upper"; and finally let $D_{3}$ arise from $D$ by doing both replacements. Then we get:

$$
\begin{aligned}
m(I, J ; C A, C B)= & m(I, J ; A, B)+c \operatorname{det}\left(D_{1}\right)+c \operatorname{det}\left(D_{2}\right)+c^{2} \operatorname{det}\left(D_{3}\right) \\
= & m(I, J ; A, B) \\
& +(-1)^{r} c m(I \backslash\{k\}, J \backslash\{l\}, k \downarrow, l \uparrow ; A, B) \\
& +(-1)^{r^{\prime}} c m(I \backslash\{k\}, J \backslash\{l\}, k \uparrow, l \downarrow ; A, B) \\
& +(-1)^{r+r^{\prime}} c^{2} m((I \backslash\{k\}) \cup\{l\},(J \backslash\{l\}) \cup\{k\} ; A, B) .
\end{aligned}
$$

Here the notation $k \downarrow$ means that $\alpha$ is extended by sending $k$ to down, etc.; the letters $r$ and $r^{\prime}$ have the same meaning as in case (3).

In the same way we obtain the equation

$$
\begin{aligned}
& m\left(J, I ;{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right) \\
& \quad=m\left(J, I ; A^{\prime}, B^{\prime}\right) \\
& \quad-(-1)^{r} c m\left(J \backslash\{l\}, I \backslash\{k\}, l \downarrow, k \uparrow ; A^{\prime}, B^{\prime}\right) \\
& \quad-(-1)^{r^{\prime}} c m\left(J \backslash\{l\}, I \backslash\{k\}, l \uparrow, k \downarrow ; A^{\prime}, B^{\prime}\right) \\
& \quad+(-1)^{r+r^{\prime}} c^{2} m\left((J \backslash\{l\}) \cup\{k\},(I \backslash\{k\}) \cup\{l\} ; A^{\prime}, B^{\prime}\right) .
\end{aligned}
$$

Denote the four summands in the expression for $m(I, J ; C A, C B)$ by $T_{1}, T_{2}, T_{3}, T_{4}$ and the four summands in the expression for $m\left(J, I ;{ }^{t} C^{-1} A^{\prime},{ }^{t} C^{-1} B^{\prime}\right)$ by $T_{1}^{\prime}, \ldots, T_{4}^{\prime}$. We check to see by what sign they differ; there is a twist, that is, $T_{2}$ is compared to $T_{3}^{\prime}\left(\operatorname{not} T_{2}^{\prime}\right)$ and vice versa. If the four signs all agree with $\delta(I, J)$, then we are done.

By hypothesis we have $T_{1}^{\prime}=\delta(I, J) T_{1}$; that's the easy part.
We compare $T_{2}$ and $T_{3}^{\prime}$. Here the factor is $(-1)^{r+r^{\prime}+1} \delta(J \backslash\{l\}, I \backslash\{k\})$; the power of $(-1)$ here is $(-1)^{l-k}$ as before, and we are done by Lemma 5.2 (a).

The argument for $T_{3}$ and $T_{2}^{\prime}$ is exactly the same.
Finally, for $T_{4}$ and $T_{4}^{\prime}$, the explicit powers of $(-1)$ agree anyway, so the sign factor is $\delta((J \backslash\{l\}) \cup\{k\},(I \backslash\{k\}) \cup\{l\})$. But this agrees with $\delta(J, I)=\delta(I, J)$, again for the trivial reason that $\delta$ only depends on the union of its two arguments and on $\# I(=\# J)$.

This finishes the proof of the Proposition 5.7, and hence Theorem 5.3 is proved as well.

We are finally ready for the application which motivated the preceding work in this section.

Theorem A. 8 Let $p$ be any fixed prime, $H$ an abelian pro-p-group which is progenerated by two elements $\gamma$ and $\sigma$. Let * denote cogredient $\mathbb{Z}_{p^{-}}$dual, as a contravariant functor on the category of $\mathbb{Z}_{p}[[H]]$-modules. Then for every $\mathbb{Z}_{p}[[H]]$-module $M$ which is finitely generated and free over $\mathbb{Z}_{p}$, we have

$$
\operatorname{Fitt}_{\mathbb{Z}_{p}[[H]]}(M)=\operatorname{Fitt}_{\mathbb{Z}_{p}[[H]]}\left(M^{*}\right) .
$$

Proof: Choose a basis $m_{1}, \ldots, m_{n}$ of $M$ over $\mathbb{Z}_{p}$. Let $A_{0}$ (resp. $B_{0}$ ) denote the $\mathbb{Z}_{p}$-matrices which give the action of $\gamma$ (resp. $\sigma$ ), via right multiplication if $M$ is identified (using the chosen basis) with the space of $n$-rows $\left(\mathbb{Z}_{p}\right)_{n}$. This gives a presentation of $M$ as a $\mathbb{Z}_{p}[[H]]$-module, with generators $m_{1}, \ldots, m_{n}$ and relation matrix

$$
\left[\begin{array}{c}
A_{0}-\gamma E_{n} \\
B_{0}-\sigma E_{n}
\end{array}\right]
$$

(Every row corresponds to a relation.) If $M^{*}$ is identified with $\left(\mathbb{Z}_{p}\right)_{n}$ using the dual basis $m_{1}^{*}, \ldots, m_{n}^{*}$, then the $\gamma$-action on $M^{*}$ is given by the matrix ${ }^{t} A$ and the $\sigma$-action by ${ }^{t} B$. Thus $M^{*}$ has a presentation with again $n$ generators and relation matrix

$$
\left[\begin{array}{l}
t \\
A_{0}-\gamma E_{n} \\
{ }^{t} B_{0}-\sigma E_{n}
\end{array}\right]
$$

Hence if $A$ denotes $A_{0}-\gamma E_{n}$ and $B$ denotes $B_{0}-\sigma E_{n}$, the Fitting ideal of $M$ over $\mathbb{Z}_{p}[[H]]$ is generated by all $n$-minors of the block matrix $\left[\begin{array}{c}A \\ B\end{array}\right]$, and the Fitting ideal of $M^{*}$ over $\mathbb{Z}_{p}[[H]]$ is generated by all $n$-minors of $\left[\begin{array}{c}{ }^{t} A \\ t_{B}\end{array}\right]$. Since $A_{0}$ and $B_{0}$ must commute ( $H$ is abelian), the matrices $A$ and $B$ commute as well. By Theorem 5.3, we may conclude that the ideal generated by the $n$-minors of $\left[\begin{array}{l}A \\ B\end{array}\right]$ is equal to the ideal generated by the $n$-minors of $\left[\begin{array}{c}{ }^{t} A \\ t_{B}\end{array}\right]$, and this proves the equality stated in the Theorem. (Note that all group rings covered by the theorem are indeed reduced, as required in Theorem 5.3.)

Comment: The equality of ideals which we just used to prove our theorem looks much weaker than the statement of Theorem 5.3. We did not succeed however to make the argument work with a less explicit version of Theorem 5.3.

Obvious examples for $H$ include the free abelian pro- $p$-group $\Gamma \times \Gamma$ on two generators, and groups of the form $\Gamma \times G$ where $G$ is finite and cyclic, and $\Gamma$ has its usual meaning in Iwasawa theory; in the latter case we can write $\mathbb{Z}_{p}[[H]]=\Lambda[G]$. Note that Theorem 5.8 for $\Gamma \times \Gamma$ implies the same for quotient groups of $\Gamma \times \Gamma$ by an easy argument. However it is not clear whether Theorem 5.8 for all finite quotients of $\Gamma \times \Gamma$ would imply Theorem 5.8 for $\Gamma \times \Gamma$.

Remark A. 9 It is not difficult to give a counterexample which shows that the analog of Theorem 5.8 for three generators is not true. One can take $H=\Gamma^{3}$ (so $\mathbb{Z}_{p}[[H]] \cong \mathbb{Z}_{p}[[X, Y, Z]]$ is a power series ring in three variables) and $M=$ $\mathbb{Z}_{p}[[X, Y, Z]] /\langle X, Y, Z\rangle^{2}$. We leave the details to the reader. Counterexamples involving a finite group exist as well, as shown by the next remark.

Remark A. 10 Take $p=2$ and $H=\langle\sigma, \tau, \rho\rangle$ the elementary abelian group of order 8. Let $\bar{H}$ denote the quotient of $H$ modulo $\langle\sigma \tau \rho\rangle$. Let $M=\mathbb{Z}_{2}[\bar{H}] /\left(N_{\bar{H}}\right)$ considered as an $R=\mathbb{Z}_{2}[H]$-module. Then $M$ is free over $\mathbb{Z}_{2}$, and it is cyclic over $R$. One checks by direct calculation that $\operatorname{Fitt}_{R}(M)$ contains $1-\sigma \tau \rho$ but $\operatorname{Fitt}_{R}(M)^{*}$ does not.

We discuss the relation with adjoints. For $\Lambda$-modules and more generally for $\Lambda[G]$-modules $M$ (with $G$ finite abelian), one can also consider the Iwasawa adjoint $\alpha^{\prime}(M)$. (See [13] p.269ff. or Iwasawa's classical paper [7].) On $\Lambda$-torsion modules without $\mathbb{Z}_{p^{-}}$-torsion this is a duality, and it seems more appropriate than the $\mathbb{Z}_{p^{-}}$ dual in case $M$ is annihilated by a power of $p$. The obvious question concerning the relationship of these two duality functors is easily answered:

Proposition A. 11 Let $G$ be finite abelian and $\alpha^{\prime}$ the cogredient Iwasawa adjoint as explained before. Then there is a functorial isomorphism

$$
\alpha^{\prime}(M)=\operatorname{Hom}_{\mathbb{Z}_{p}}\left(M, \mathbb{Z}_{p}\right)
$$

of contravariant functors on the category of $\Lambda[G]$ modules that are finitely generated free over $\mathbb{Z}_{p}$.

Proof: It is not hard to prove this directly, but we may also quote Cor. 5.5.7 of [13].

We make a final observation concerning a certain Iwasawa module treated in previous work [4] of the first author. We review notation: As usual, $K / F$ is $G$ Galois, $\mathcal{A}_{K \infty}=\mathcal{A}$ is the inductive limit of the $A_{n}=C l_{K_{n}} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$. The module $X_{d u}$ is defined in [4], see also below. The module $X_{p}$ is the Galois group of the maximal abelian $p$-ramified pro- $p$-extension of $K_{\infty}$ (this is only needed in the proof). The result is, then:

Proposition A. $12\left(\mathcal{A}^{-}\right)^{\vee} \cong \alpha^{\prime}\left(X_{d u}^{-}\right)$.
Proof: By Kummer duality, $X_{p}^{+}(1)$ is the Pontryagin dual of $\mathcal{A}^{-}$. So by definition $X_{d u}^{-}=\alpha^{\prime}\left(X_{p}^{+}(1)\right)=\alpha^{\prime}\left(\left(\mathcal{A}^{-}\right)^{v}\right)$. From this, the assertion follows, since $\alpha^{\prime} \alpha^{\prime}$ is naturally isomorphic to the identity functor.

This leads to the following corollary, which explains why the results in [10] and [4] must agree, at least in certain situations:

Corollary A. 13 If $K / k, F$ and $\chi$ are as in $\S 1$ and if $G$ (the p-part of $\operatorname{Gal}(K / k)$ ) is cyclic, then the $O_{\chi}\left[\left[\operatorname{Gal}\left(K_{\infty} / F\right)\right]\right]-$ modules $X_{K_{\infty}, d u}^{\chi}$ and $\mathcal{A}_{K_{\infty}}^{\chi \vee}$ have the same Fitting ideal.
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